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Abstract

What are the channels through which monetary policy affects financial stability? Can
(and should) central banks prevent financial crises by deviating from price stability? To what
extent may monetary policy itself unintendedly brew financial vulnerabilities? We answer
these questions using a New Keynesian model with capital accumulation and endogenous
financial crises due to adverse selection and moral hazard in credit markets. Our findings are
threefold. First, monetary policy affects the probability of a crisis both in the short–run (via
aggregate demand) and in the medium–run (via capital accumulation). Second, the central
bank can reduce the incidence of crises in the medium–run by tolerating higher inflation
volatility in the short–run. Third, prolonged periods of loose monetary policy followed by a
sharp tightening can lead to financial crises.
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“Credit markets are characterized by imperfect and asymmetric informa-
tion. These informational frictions can interact with other economic
forces to produce periods of credit–market stress (...). A high level of
credit–market stress, as in a severe financial crisis, may in turn produce
a deep and prolonged recession.”

Bernanke (2023), Nobel Prize Lecture, p. 1

“A prolonged period of low interest rates can create incentives for agents
to take on greater credit risks in an effort to reach for yield.”

Stein (2013), p. 6

1 Introduction

The impact of monetary policy on financial stability remains a controversial topic. On the
one hand, loose monetary policy may stave off a financial crisis by backstopping the financial
sector in the face of unexpected adverse circumstances (e.g. the Covid–19 pandemic). On
the other hand, keeping policy rates low–for–long can contribute to the build–up of financial
vulnerabilities by fueling an excessive credit and asset price boom, as shown by recent empirical
studies (e.g. Grimm et al. (2023), Jiménez et al. (2023)).1

This ambivalence prompts the question of the adequate monetary policy in an environment
where credit markets are fragile and financial crises may have varied causes. What are the
channels through which monetary policy affects financial stability? Can (and should) central
banks prevent financial crises by deviating from price stability? To what extent may monetary
policy itself unintendedly brew financial vulnerabilities?

We study these questions through the lens of a novel New Keynesian (NK) model which
features a credit market subject to informational frictions that lead to an adverse selection/moral
hazard problem. As in Bernanke and Gertler (1990), Azariadis and Smith (1998) and Boissay et
al. (2016), adverse selection and moral hazard surface when the real returns on capital are low:
low capital returns prompt some borrowers to invest in alternative (“below–the–radar”) projects
that are privately beneficial but raise the probability of credit default to the detriment of lenders

—a behavior sometimes dubbed “search for yield” (Martinez-Miera and Repullo (2017)).2 In
1A case in point is the 2007–8 financial crisis. Taylor (2011) refers to the period 2003–2005 in the United

States as the “Great Deviation”, which he characterizes as one when monetary policy became less rule–based, less
predictable, and excessively loose. Other notable examples of financial crises preceded by “low–for–long” interest
rates include (among many others) the Japanese (Ito and Mishkin (2006)) and Swedish (Englund (1999)) crises
in the early 1990s.

2In practice, search–for–yield behavior may come in various guises such as excessive/reckless risk–taking, false
information disclosure, scams, outright embezzlement (Mishkin (1991), FCIC (2011), Piskorski et al. (2015),
Garmaise (2015), Mian and Sufi (2017), Griffin (2021)). FCIC (2011), Garmaise (2015) and Mian and Sufi
(2017), for example, provide evidence that sub–prime borrowers fraudulently overstated their assets and income
in order to obtain loans during the 2002–2006 mortgage credit boom in the United States, which eventually ended
up with the financial panic of 2007 (Gorton (2008, 2009)).
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turn, low returns may have varied origins, such as a large adverse non–financial shock or a
protracted investment boom fueled by low–for–long monetary policy rates. In the latter case,
the longer the period of low policy rates, the longer the boom is likely to last and the larger
the capital stock in the economy. Because of decreasing marginal returns, the accumulation
of capital eventually exhausts profitable investment opportunities and erodes capital returns,
prompting borrowers to search for yield. The consequent rise in moral hazard and credit default
risk may in some cases induce prospective lenders to panic and refuse to lend, triggering a sudden
collapse of the credit market, i.e. a “financial crisis”. Even though default risk is limited to
some specific (sub–prime) borrowers in our model, the adverse selection problem and resulting
uncertainty as to where the exposure to such borrowers resides suffice to sap lenders’ confidence.
Hence, the root of financial fragility in our model is not borrowers’ defaults per se —which are
off–equilibrium outcomes— but rather lenders’ fear of being defaulted upon.

Our model speaks to narratives of historical financial crises in which creditors’ lack of in-
formation and sudden loss of confidence act as destabilizing factors (see, e.g., Mishkin (1991),
Jordà et al. (2017), Baron et al. (2020) and accompanying documentation). For example, at
the onset of the Global Financial Crisis (henceforth, GFC) it was the false disclosure of infor-
mation on subprime borrowers and creditors’ concerns about their ultimate exposures to such
borrowers (e.g. through asset–backed securities) that reportedly led creditors to panic and
stop lending —not their realized losses per se (Gorton (2008), Bernanke (2018)).3 Our focus
on creditors’ lack of information and fear of default complements other approaches to intro-
duce financial crises in macro–models. Those approaches emphasize distinct destabilizing forces
such as swings in investor sentiment (Bordalo et al. (2018), Fontanier (2025)), sunspots and
self–fulfilling bank runs (Gertler and Kiyotaki (2011), Gertler et al. (2020)), and/or financial
accelerator mechanisms operating through collateral value, borrowers’ net worth, and (realized)
defaults (e.g. Bernanke and Gertler (1989), Bernanke et al. (1996), Kiyotaki and Moore (1997),
Brunnermeier and Sannikov (2014), Christiano et al. (2014)).

To embed informational frictions in a monetary model, we extend the baseline NK model
with endogenous capital accumulation in a few material ways.

First, we introduce a credit market that reallocates capital among heterogeneous firms. In
the spirit of Bernanke and Gertler (1990) and Khan and Thomas (2013), we assume that firms
are subject to transitory idiosyncratic productivity shocks—in addition to the usual persistent
aggregate ones. This heterogeneity induces productive firms to borrow funds on a credit market
in order to buy capital from unproductive firms, and unproductive firms to lend the proceeds
of the sales of their capital goods. Our modeling in terms of inter–firm lending should not
be taken at face value but rather interpreted as broadly capturing the role of the financial

3As Gorton (2010) notes (p. 6): “Subprime was never large enough to be [by itself] an issue for the global
banking system. In 2007, the subprime stood at about $1.2 trillion outstanding, of which roughly 82 percent was
rated AAA and to date has very small amounts of realized losses. Yes, $1.2 trillion is a large number, but for
comparison, the total size of the traditional and parallel banking systems is about $20 trillion”; Gorton (2008):
“As with the earlier panics, the problem at root is a lack of information” (p. 2); “The panic was rooted in fear of
losses, the location and extent of which cannot be determined” (p. 62).

3



system (including financial intermediaries) in reallocating initially mis–allocated resources.4 A
well–functioning credit market helps channel capital from unproductive to productive firms and
increases aggregate productivity. By contrast, a dysfunctional credit market induces capital
mis–allocation and a fall in aggregate productivity.

Second, we introduce frictions in this credit market. We assume that borrowers have private
information about their productivity and that firms may borrow, engage in below–the–radar
activities, abscond, and default. To get unproductive firms (the natural lenders) to sell their
capital stock and lend the proceeds of the sales —rather than borrow and abscond— the equi-
librium loan rate must be above a minimum threshold. At the same time, for productive firms
(the natural borrowers) to afford a loan, their return on capital must be above the loan rate. It
follows that, when the return on capital falls below the minimum loan rate threshold, produc-
tive firms cannot (afford to) get the unproductive ones to lend. Since all firms may want to
borrow in that case, the lack of information about borrowers and the resulting adverse selection
problem kick in, causing prospective lenders to panic and hoard their capital goods.5

The third departure from the baseline NK model is that we allow the economy to deviate far
away from its steady state. All else equal, the credit market is fragile when the capital stock is
well above its steady state and the return on capital is low. Consequently, financial crises may
occur on the back of a prolonged credit/investment boom (as documented e.g. by Schularick
and Taylor (2012), Gorton and Ordoñez (2020)). Finally, we solve the model globally to capture
the non–linearities embedded in the endogenous booms and busts of the credit market.

The baseline version of our model features both aggregate supply and demand shocks and
assumes that monetary policy is conducted according to the Taylor (1993) rule. We set the
non–financial parameters of the model to conventional values and the financial parameters so
that, in the simulated stochastic steady state, the economy spends 10% of the time in a financial
crisis and aggregate productivity falls by 1.8% due to financial frictions in a crisis, as observed
in OECD countries. Despite its stylized nature, our model does a fair job in capturing and
articulating several salient facts about historical financial crises: the average crisis follows an
economic and financial boom, a period of low inflation and a U–shaped path of monetary policy
rates; it also induces a discrete drop in aggregate productivity and a severe recession.

To study the effects of monetary policy on financial stability, we compare the dynamics and
welfare performance of our model economy under different Taylor–type rules as well as regime–

4In the context of a model with heterogeneous firms similar to ours, Bernanke and Gertler (1990) note (p. 94)
that “one may think of this [inter–firm] borrowing as being channeled through competitive financial intermediaries,
which use no resources in the process of intermediation and earn no profits in equilibrium”. In Section K.1 of
the online Appendix, we present a version of our model with banks, in which productive firms borrow from
banks to buy capital goods from unproductive firms and the latter deposit the proceeds of the sales in the banks.
Abstracting from nominal rigidities, our model is a simplified version of the model in Boissay et al. (2016), but
with heterogeneous firms instead of heterogeneous banks.

5Our view of financial crises is akin to Dang et al. (2020)’s information view. This view holds that when
economic fundamentals are strong lenders are confident that borrowers will repay their loans and therefore
lend “without asking questions” —lending is information–insensitive. When fundamentals are weak, in contrast,
lenders may worry that some borrowers will default and, without information about prospective borrowers, may
refuse to lend —lending becomes information–sensitive.
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contingent monetary policy rules. We also consider the effects of random deviations from the
monetary policy rule.

Our main findings are threefold.

First, the central bank may affect the probability of a crisis both in the short–run and over
the medium–run through different channels. In the short–run, it may do so through the effects
of contemporaneous changes in its policy rate on output and inflation. For example, a rate hike
works to reduce aggregate demand and weighs on productive firms’ return on capital, which
brings the economy closer to a crisis. In the medium–run, monetary policy affects financial
stability through its impact on household’s saving behavior and capital accumulation. For
example, a central bank that commits itself to systematically and forcefully responding to
fluctuations in output will —all else equal— tend to slow down capital accumulation during
investment booms, thus enhancing credit market resilience.

Second, the central bank faces a trade–off between price stability and financial stability. We
show that a central bank can significantly reduce the incidence of financial crises in the medium
term by tolerating higher price volatility in the short–term (e.g., by responding systematically
more to fluctuations in output, all else equal). We also show that one way to alleviate the
price/financial stability trade–off is to follow a more flexible (regime–contingent) policy rule,
whereby the central bank commits to price stability in normal times and to doing whatever
needed to forestall a crisis in times of financial stress. Such a “backstop” policy entails conduct-
ing an exceptionally loose monetary policy in times of financial stress and leads to a significant
welfare gain compared to strict inflation targeting (henceforth, SIT).6

Third, we emphasize the opposite effects on financial stability of cutting the policy rate
versus keeping it low–for–long. On the one hand, and all else equal, unexpected rate cuts boost
aggregate demand and raise the returns on capital, which dissuades investors from searching
for yield. Hence, a temporary rate cut helps lower the probability of a crisis in the short run
while, on the flip side, a hike may trigger a crisis. On the other hand, keeping the policy rate
low for a long time stimulates the accumulation of capital and gradually erodes capital returns,
eventually prompting investors to search for yield. The upshot is that a crisis is more likely
when the central bank unexpectedly tightens monetary policy after having kept it loose–for–
long, consistent with the empirical evidence in Schularick et al. (2021), Grimm et al. (2023) and
Jiménez et al. (2023).

Relation and Contribution to the Literature. Our paper is related to several strands
of the literature. Perhaps the closest one features macro–models that emphasize the role of
informational frictions in credit markets. Our model is reminiscent of Bernanke and Gertler
(1990), Gertler and Rogoff (1990), Azariadis and Smith (1998) or Boissay et al. (2016), in
which borrowers also differ in terms of their riskiness/productivity and have an informational

6One novel feature of our model is that it accounts for the role of monetary policy not only as a tool to achieve
price stability but also as a potential tool to restore credit markets’ functionality (e.g. Bank for International
Settlements (2022), Duffie and Keane (2023)).
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advantage over lenders, giving rise to moral hazard and sudden credit market shutdowns —
or “financial crises”.7 This “information view” of financial crises can be motivated by two
complementary sets of historical studies: those that emphasize the panic–like aspect of past
crises and ascribe panics to lenders’ lack of information about borrowers, such as Gorton (1988),
Mishkin (1991), Gorton (2009), Bernanke (2018); and those that explain the presence of moral
hazard by a deterioration of macro–economic fundamentals, possibly due to loose–for–long
monetary policy, such as Corsetti et al. (1999) and Jiménez et al. (2014).8 Our contribution is
to embed this view of financial crises into an otherwise standard; dynamic; stochastic; general
equilibrium; fully rational expectations NK framework in which there is a role for monetary
policy.

Following Kiyotaki and Moore (1997), Gertler and Kiyotaki (2011), Gertler and Karadi
(2011), Jermann and Quadrini (2012), a large body of the macro–financial literature models
crises as situations where borrowers’ financing constraint (e.g. a leverage or collateral constraint)
tightens in the wake of an exogenous adverse financial shock (e.g. capital quality shock, capital
pledgeability shock or risk shock). In more recent papers (e.g. Gertler and Kiyotaki (2015),
Boissay et al. (2016), Gertler et al. (2020)) financial crises take the form of endogenous panics,
as in our case. Our paper complements this previous work by focusing on the role of monetary
policy in the genesis of financial crises.

We are not the first ones to model the effects of credit market disruptions on factor mis–
allocation and aggregate productivity (e.g. Khan and Thomas (2013), Moll (2014), Midrigan
and Xu (2014), Ottonello (forthcoming)).9 One common feature of existing contributions is
that credit disruptions take the form of large exogenous adverse financial shocks. In our case,
in contrast, financial crises are triggered by standard adverse non–financial shocks on the back
of endogenous financial imbalances. Our approach can therefore be seen as endogenizing the
financial shocks typically considered in the macro–financial literature (Galí (2018)).

The paper proceeds as follows. Section 2 reviews key stylized facts of financial crises. Sec-
tions 3 and 4 describe our theoretical framework and the channels through which monetary
policy affects financial stability. Section 5 presents the dynamics around financial crises in the
model. Section 6 revisits the “divine coincidence” result and studies whether a central bank
should depart from its objective of price stability to prevent financial crises. Section 7 studies

7As in other classical principal–agent models of the credit market (e.g. Stiglitz and Weiss (1981), Mankiw
(1986)) the aggregate outcome improves with the “creditworthiness” of borrowers, reflected in their net worth,
payoffs, or capital returns. One difference, however, is that the loan market rate affects incentives in opposite
ways. In Stiglitz and Weiss (1981), for example, a rise in the loan rate along the credit supply curve crowds out
the safest borrowers, whereas in Bernanke and Gertler (1990), Azariadis and Smith (1998) and our model, it
instead crowds out the riskiest borrowers. The difference is due to the fact that, in the latter models, firms also
hold internal funds and have the option to lend these funds on the credit market. When inefficient firms have
internal funds, a rise in the loan rate increases their opportunity cost of investing in risky projects.

8Related works include Mishkin (1999), Brunnermeier (2009), Gorton and Metrick (2012), who also consider
the combination of asymmetric information and moral hazard as the root cause of financial panics; and Stein
(2013), Grimm et al. (2023) and Jiménez et al. (2023), who also highlight the link between low–for–long policy
rates and excessive risk–taking/moral hazard.

9There is also extensive empirical evidence that financial crises are associated with capital mis–allocation and
a fall in aggregate productivity (Gopinath et al. (2017), Foster et al. (2016), Duval et al. (2019)).
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the effect of monetary policy surprises on financial stability and shows how random deviations
from the monetary policy rule can breed financial vulnerabilities. A last section concludes.

2 Salient Facts about Financial Crises

Our model is meant to be consistent with salient facts about financial crises that are common
across a broad range of historical episodes. It is not meant to provide a detailed description of
one particular crisis.

The empirical literature has identified several salient facts, which we recapitulate and illus-
trate in Figure 1 by reporting the dynamics of key macro–financial variables around post–WW2
financial crises in 18 advanced economies. In Section 5 we will get back to these facts and
articulate them together in the light of our model.

Figure 1 focuses on nine macro–financial variables relating to output, credit, capital, pro-
ductivity, capital returns, inflation, and monetary policy. Most of the data are from the latest
release of the Jordà–Schularick–Taylor Macrohistory Database (Jordà et al. (2017), henceforth
JST). The only exceptions are asset prices —which we take from Global Financial Data (like
Greenwood et al. (2022)), the capital stock and the output–to–capital ratio —from the IMF
(2021)’s Capital Stock Dataset, and total factor productivity adjusted for labor utilization —
from Jordà et al. (2023).10 The list of financial crises and their starting years are taken from JST
as well. In line with other databases (e.g. Laeven and Valencia (2018), Baron et al. (2020)),
a financial crisis in JST is defined as “instances of major bank failures, banking panics, sub-
stantial losses in the banking sector, significant recapitalization, and/or significant government
intervention.” (JST documentation, p. 1). A cross–check with the Baron et al. (2020) database
indicates that the bulk (22 out of 25) of the post–WW2 crises in JST feature a financial panic

—defined as “an episode of severe and sudden withdrawals of funding by (...) creditors from
a significant part of the (...) system (Baron et al. (2020), p. 53)”, which is the type of crisis
considered in our model.

Crises Cause Severe Recessions. One of the most salient facts about financial crises is
that they tend to cause relatively deep and long–lasting recessions (Cerra and Saxena (2008)
and Jordà et al. (2013); panel (i), solid versus dashed line). Recent studies explain the severity
of such “financial recessions” by their concomitance with unusually large and prolonged falls in
total factor productivity compared to normal recessions (Oulton and Sebastiá-Barriel (2016),
Ikeda and Kurozumi (2019)). In turn, the fall in aggregate productivity during crises has been
shown to be due (at least in part) to firms’ financing constraints, which tend to hinder the
efficient allocation of capital across businesses (Foster et al. (2016), Gopinath et al. (2017),
Duval et al. (2019); panel (a), solid versus dashed line).

10For a detailed description of the data used in Figure 1, see Section A of the appendix. We thank Òscar Jordà,
Sanjay Singh, and Alan Taylor for sharing their utilization–adjusted productivity data.
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Crises Follow Credit/Investment and Asset Price Booms. Another well–documented
fact is that financial crises tend to follow unusually large booms in credit and asset prices (e.g.
Borio and Lowe (2002), Schularick and Taylor (2012); Figure 1, panels (c) and (d), solid versus
dashed line). Greenwood et al. (2022) document that a significant proportion (around 40–64%)
of financial crises follow such financial booms. The financial booms that precede crises also tend
to go hand in hand with investment booms (see, e.g. Gorton and Ordoñez (2020) or Gorton
and Ordoñez (2023), chapter 1) and sustained capital accumulation (panel (b)).

Figure 1: Median Dynamics Around Financial Crises
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Notes: Median dynamics of key macro–financial variables around financial crises in the post–WW2 period. All
variables are annual and de–trended using Hodrick and Prescott (1997) with λ = 100. Vertical line (year = 0):
first year of the crisis/recession. The starting years of financial crises and recessions are taken from Jordà et
al. (2017) and Jordà et al. (2013), respectively. Bar the inflation rate (panel (g)), one obtains similar dynamics
when the sample period is expanded back to 1870. For the dynamics over the full sample period (1870–2020), see
Section A of the online appendix. For all variables, the median crisis dynamics are essentially the same as the
average ones. We report the former only to emphasize that the results are not driven by specific crisis episodes.

That said, not all booms lead to crises. Dell’Ariccia et al. (2016) and Greenwood et al.
(2022) document that, on average, “only” one in three booms are followed by a financial crisis.
Recent empirical studies have in turn shown that such “bad booms” are associated with specific
dynamics of aggregate productivity and monetary policy rates.

Crises Follow Productivity Slowdowns. Bad and good booms differ in terms of their
underlying productivity dynamics. Gorton and Ordoñez (2020, 2023) show that, while both
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types of boom are initially caused by a rise in aggregate productivity, the productivity gains
“die off” faster in bad booms than in good booms. Relatedly, Paul (2023) finds that a decline
in aggregate productivity is a robust predictor of financial crises at a two–year horizon. These
findings are illustrated in Figure 1 (panel (a), solid line), which shows that productivity begins
to decline already two years before the median financial crisis —and then declines further in the
wake of the crisis. These findings align well with the narratives of several past crisis episodes.
For example, the Japanese banking crisis in the early 1990s followed the boom–bust of the
Japanese electronics sector (Hayashi and Prescott (2002), Cao and L’Huillier (2018)), while the
GFC followed the boom–bust in information technologies of the early 2000s (Fernald (2015)).

Crises Follow a U–shaped Monetary Policy. Another characteristic of bad booms is their
association with a U–shaped path of monetary policy rates —defined as a prolonged period of
relatively low rates followed by rapid hikes (Figure 1, panel (h)). Grimm et al. (2023) provide
empirical evidence that discretionarily keeping monetary policy loose for an extended period of
time can cause a boom in credit and beget financial vulnerabilities down the road. In parallel,
Schularick et al. (2021) show that discretionarily hiking the policy rate during a credit boom
may trigger a financial crisis. Together, these findings align with those of Jiménez et al. (2023),
who establish a transmission chain that links U–shaped monetary policy rates, search–for–yield
behavior and the subsequent financial crisis. At first, rate cuts boost the supply of credit and
aggregate investment. But the longer the period of low rates, the scarcer the profitable lending
opportunities (panels (e) and (f)), and the more likely it is that credit flows toward riskier or
less productive investments, stoking financial vulnerabilities. When the central bank eventually
hikes its policy rate, these vulnerabilities come to the fore and a crisis breaks out. In addition,
a few empirical works have linked the U–shaped monetary policy observed during bad booms
to the concomitant U–shaped dynamics of inflation (panel (g)). Bordo and Wheelock (2007)
and Ikeda (2022), for example, document that asset price booms tend to arise during periods
of above–average growth of real output, below–average inflation and low policy rates, and end
within a few months of an increase in inflation and consequent monetary policy tightening.11

3 Model

Our model is a variation of the textbook NK model (Galí (2015)), with sticky prices à la
Rotemberg (1982), capital accumulation, and financial frictions.

The economy is populated with a central bank, a continuum of identical households, a
continuum of differentiated and monopolistically competitive retailers indexed by i ∈ [0, 1], as

11One well–known example of crisis that broke out after a protracted disinflationary boom and as the central
bank raised its policy rate is the 1990-91 Japanese banking crisis. Okina et al. (2001) report that in 1987 the
Bank of Japan considered raising its policy rate to rein in the asset price boom but, with inflation close to 0%,
lacked the arguments to justify a tightening and eventually raised its policy rate only in 1989, after inflation rose
above 2%. More generally, Borio (2006) notes that (p. 5) “Financial imbalances can and do also develop in a low
inflation environment. (...) And low inflation, by obviating the need to tighten monetary policy, can also remove
a key constraint on the development of the imbalances.”.
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well as with a continuum of unit size of competitive intermediate goods producers —henceforth
“firms”. The only non–standard agents are the firms, which experience idiosyncratic productivity
shocks that prompt them to rescale their capital stock and to participate in a credit market.

3.1 Central Bank

The central bank sets the policy rate it according to the following Taylor–type rule:12

1 + it = 1
β

(1 + πt)ϕπ

(
Yt

Y

)ϕy

(1)

where 1/β is the gross natural rate of interest in the deterministic steady state —with β ∈ (0, 1)
the household’s subjective discount factor, πt and Yt are aggregate inflation and output in period
t, and Y is aggregate output in the deterministic steady state. As baseline, we consider Taylor
(1993)’s original rule (henceforth, TR93) with parameters ϕπ = 1.5 and ϕy = 0.125 (for quarterly
data). In the analysis, we also experiment with different types of rule, including the SIT rule,
Taylor–type rules augmented with a measure of financial fragility, and regime–contingent rules
(see Section 6).

3.2 Households

The representative household is infinitely–lived and has preferences over a sequence of Dixit–
Stiglitz consumption baskets of differentiated goods {Ct}∞

t=0 and a sequence of hours worked,
{Nt}∞

t=0, represented by the expected intertemporal utility function

E0

[ ∞∑
t=0

βt

(
C1−σ

t − 1
1 − σ

− χ
N1+φ

t

1 + φ

)]
(2)

The parameters σ ∈ R+ and φ ∈ R+ denote, respectively, the inverse intertemporal elasticity
of substitution and the inverse Frish elasticity. Finally, Et[·] denotes the expectation operator
conditional on the information set available at the end of period t.

At the beginning of period t, the household supplies labor Nt at a nominal wage Wt. At
the end of period t it purchases the consumption basket Ct at price Pt and invests in a private
nominal bond in zero net supply Bt+1 as well as in physical capital goods Kt+1. The household
transfers these physical capital goods as equity to the firms at the end of the period.13

We assume that the household can freely transform units of the consumption basket Ct one–
for–one into capital goods (and vice versa), implying that both items are valued at the same
price, Pt. Among the Kt+1 capital goods that the household purchases, (1−δ)Kt are old capital
goods that have been used for production in period t, where δ ∈ (0, 1) is the constant capital

12Given that there is no growth trend in our model, the term Yt/Y corresponds to the GDP gap with respect
to its long–run trend (or de–trended GDP) as defined in Taylor (1993)’s seminal paper. In Section E of the online
appendix, we show that our analysis and results are robust to considering an alternative Taylor rule whereby the
central bank reacts to expected —as opposed to current— inflation.

13The household can thus be seen as a venture capitalist that invest in a diversified portfolio of firm equity. In
Section K.2.1 of the online appendix, we present a version of our model in which firms issue risk–free debt (i.e.
debt that is not subject to moral hazard) and show that this version is isomorphic to our baseline one.
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depreciation rate, and It are new capital goods produced in period t, with Kt+1 = (1−δ)Kt +It.
At the time the household makes its investment/savings decisions, firms are all identical. As a
consequence, the household transfers the same quantity of capital goods Kt+1 to every firm or,
equivalently, purchases the same amount of equity PtKt+1 from every firm.

The physical capital stock Kt+1 (purchased in period t) yields a state contingent real rate
of return on equity rq

t+1 at the end of period t+ 1. In addition, the private nominal bond Bt+1

yields at the end of period t+ 1 a nominal interest rate ibt determined in period t and defined as

ibt ≡ 1 + it
Zt

− 1 (3)

where Zt corresponds to a wedge between the private bond yield ibt and the policy rate it set by
the central bank (as in Smets and Wouters (2007)). The wedge Zt follows an exogenous AR(1)
process ln(Zt) = ρz ln(Zt−1) + εz

t with ρz ∈ (0, 1) and εz
t ; N(0, σ2

z) realized at the beginning
of period t. Following the literature, we interpret Zt as an aggregate demand shock.

In period t, the household’s budget constraint is thus given by

PtCt +Bt+1 + PtKt+1 ≤ WtNt + (1 + ibt−1)Bt + Pt(1 + rq
t )Kt + Υt (4)

where Υt is a lump–sum component of nominal income that includes retailers’ dividends and
lump–sum taxes.

The household determines its optimal consumption, labor supply, physical capital and bond
holdings, by maximizing its expected lifetime utility (2) subject to the budget constraint (4) for
all periods t = 0, . . . ,∞. The first order conditions describing the household’s optimal behavior
are standard and given by (alongside a transversality condition):

χNφ
t

C−σ
t

= Wt

Pt
(5)

1 = (1 + ibt)Et

[ Λt,t+1
1 + πt+1

]
(6)

1 = Et
[
Λt,t+1

(
1 + rq

t+1
)]

(7)

where Λt,t+k ≡ βk (Ct+k/Ct)−σ denotes the stochastic discount factor between period t and
πt ≡ Pt/Pt−1 − 1. Equation (5) states that the optimal labor supply behavior requires the
marginal rate of substitution between consumption and leisure to be equal to the real wage.
The no–arbitrage conditions (6) and (7) determine the optimal demands for bonds and physical
capital (or firm equity).

The consumption basket of differentiated goods is defined by Ct ≡
(∫ 1

0 Ct(i)
ϵ−1

ϵ di
) ϵ

ϵ−1 where
Ct(i) is the final good i that the household purchases at price Pt(i) for consumption purposes
and ϵ denotes the demand elasticity (with ϵ > 0). Likewise, new capital goods It are repre-
sented by the basket of differentiated goods It ≡

(∫ 1
0 It(i)

ϵ−1
ϵ di

) ϵ
ϵ−1 where It(i) is the final

good i that the household purchases at price Pt(i) for investment purposes. The household
chooses its optimal consumptions {Ct(i)}i∈[0,1] and investments {It(i)}i∈[0,1] to maximize its
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consumption and investment indexes Ct and It given its levels of expenditures PtCt and PtIt,
with

∫ 1
0 Pt(i)Ct(i)di = PtCt and

∫ 1
0 Pt(i)It(i)di = PtIt. This maximization yields the set of

optimal demand schedules

Ct(i) =
(
Pt(i)
Pt

)−ϵ

Ct and It(i) =
(
Pt(i)
Pt

)−ϵ

It

for all differentiated goods i ∈ [0, 1], as well as the aggregate price of the consump-

tion/investment baskets Pt =
(∫ 1

0 Pt(i)1−ϵdi
) 1

1−ϵ .

3.3 Retailers

Retailers are infinitely–lived and endowed with a linear production technology

Yt(i) = Xt(i) (8)

that transforms Xt(i) units of the (single) intermediate good into Yt(i) units of a differenti-
ated final good i ∈ [0, 1]. Retailer i purchases intermediate goods on a perfectly competitive
market and sells its differentiated good i in a monopolistically competitive environment. Ac-
cordingly, it sets its nominal price Pt(i) by maximizing its intertemporal profit while know-
ing the downward sloping demand schedule for its differentiated good. Following Rotemberg
(1982), we assume that, when the retailer changes its price it incurs a quadratic adjustment cost
ϱ
2PtYt

(
Pt(i)

Pt−1(i) − 1
)2

where Yt ≡
(∫ 1

0 Yt(i)
ϵ−1

ϵ di
) ϵ

ϵ−1 denotes aggregate output. In real terms,
this adjustment cost takes the form of a basket of final goods similar to that of consumption
and capital goods. The demand for differentiated final good i thus emanates from the represen-
tative household (which consumes and invests) and from other retailers (which incur the price
adjustment cost). Accordingly, retailer i faces the demand schedule

Yt(i) =
(
Pt(i)
Pt

)−ϵ

Yt ∀i ∈ [0, 1], ∀t (9)

where Yt = Ct + It + ϱ
2Ytπ

2
t , with ϱ

2Ytπ
2
t being the aggregate real price adjustment cost in the

symmetric equilibrium.

At the beginning of period t, retailer i chooses the price Pt(i) that maximizes the market
value of its current and future profits

max
Pt(i)

Et

{ ∞∑
k=0

Λt,t+k

[
Pt+k(i)
Pt+k

Yt+k(i) − (1 − τ)pt+k

Pt+k
Yt+k(i) − ϱ

2
Yt+k

(
Pt+k(i)
Pt+k−1(i)

− 1
)2]}

,

subject to the demand schedule (9), where pt+k is the unit price of intermediate goods used as
inputs in period t + k. The latter are assumed to be subsidized at rate τ = 1/ϵ to correct for
monopolistic market power distortions in the deterministic steady state of the model.

Since all retailers face the same price for the intermediate good and rely on the same trans-
formation technology, the economy reaches a symmetric equilibrium in which Yt+k(i) = Yt+k

and Pt+k(i) = Pt+k. Retailers’ optimal price setting behavior yields the NK Phillips curve

(1 + πt)πt = Et

(
Λt,t+1

Yt+1
Yt

(1 + πt+1)πt+1

)
− ϵ− 1

ϱ

(
Mt − M

Mt

)
(10)
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where Mt is retailers’ average markup given by

Mt ≡ ϵ

ϵ− 1
Pt

pt
> 0 (11)

and M ≡ ϵ/(ϵ − 1) is the desired markup level which would prevail in the absence of nominal
rigidities. Expression (10) implies that, all else equal, the inflation rate is positive when markups
are below their desired level (i.e. Mt − M < 0): in that case, retailers increase their prices in
order to set their markups closer to their desired level.

3.4 Intermediate Goods Producers (“Firms”)

The intermediate goods sector consists of overlapping generations of firms that are infinitesimally
small, produce a homogeneous intermediate good and live one period. The generation born at
the end of one period dies at the end of the next period.14

Consider the generation of firms born at the end of period t− 1. When they are born, these
firms are identical and endowed with the same capital stock Kt as equity. As they enter period t,
they face idiosyncratic productivity shocks. To cushion these shocks, firms may reallocate their
capital goods among themselves through a secondary capital goods market while borrowing or
lending to each other on a short term (intra–period) credit market.

Firms act in a perfectly competitive environment on all markets and, accordingly, take all
prices as given. Technology and capital reallocation are described in turn.

3.4.1 Technology

Consider a firm born at the end of period t− 1. When it is born, this firm obtains Kt units of
capital goods from the household for use in period t. As it enters period t, the firm experiences
the usual aggregate productivity shock as well as an idiosyncratic productivity shock that de-
termines its access to a constant–return–to–scale Cobb–Douglas technology. More specifically,
we assume that a fraction µ of the firms are unproductive (with superscript u) and cannot pro-
duce anything whatever the quantity of capital and labor they use, while a fraction 1 − µ are
productive (with superscript p) and can produce

Xp
t = At(Kp

t )α(Np
t )1−α (12)

units of the intermediate good with Kp
t units of capital and Np

t units of labor. Aggregate
productivity At evolves randomly according to a stationary AR(1) process ln(At) = ρa ln(At−1)+

14As in Bernanke and Gertler (1989), Fuerst (1995), Bernanke et al. (1999), “generations” in our model should
be thought of as representing the entry and exit of firms from the credit market, rather than as literal generations;
a “period” in our model may therefore be interpreted as the length of a financial contract in this market. The
overlapping generation approach is standard in macroeconomic models because it provides a tractable framework
for dynamic general equilibrium analysis with firm heterogeneity. In the presence of agency costs, this approach
is a way to ignore multi–period financial contracts contingent on past debt repayments (see e.g. Gertler (1992) for
an example of multi–period contracts in a three–period model). In Sections K.3 and K.4 of the online appendix,
we discuss the robustness of our analysis when firms live infinitely or when they are heterogeneous ex ante (i.e.
already before they incur the idiosyncratic productivity shocks).
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εa
t with ρa ∈ (0, 1) and εa

t ; N(0, σ2
a), where the innovation εa

t is realized at the beginning of
period t.

We assume that both unproductive and productive firms have access to a storage technology
for their capital, allowing them to keep their capital idle throughout period t. In that case,
capital depreciates at the same rate (or must be maintained at the same cost) δ as when it is
used productively. Hence, the “rate of return” on storage for both types of firms is −δ.15

3.4.2 Capital Reallocation Through a Credit Market

We assume that all firms have free and equal access to a secondary capital goods market as well
as to a credit market, through which they can “borrow or lend capital goods” to each other. In
particular, upon observing its type, a productive firm has the possibility to purchase Kp

t −Kt

additional capital goods from unproductive firms to increase the quantity of capital goods used
in production from Kt to Kp

t . Symmetrically, an unproductive firm may sell Kt − Ku
t capital

goods to productive firms, in order to reduce the quantity of capital goods it keeps idle from
Kt to Ku

t .

The secondary capital goods market operates in lockstep with a credit market. To fill the
gap between its desired capital stock Kp

t and its initial (predetermined) capital stock Kt, a
productive firm may borrow Kp

t − Kt (in real terms) on a perfectly competitive credit market
and use the funds to buy capital on the secondary market. Symmetrically, an unproductive firm
may sell Kt −Ku

t capital goods and lend the proceeds of the sale to productive firms. When this
credit market functions properly, it allows to reallocate the entire capital stock of unproductive
firms to the productive ones. In that case, the equilibrium of the model boils down to that of the
baseline NK model with endogenous capital accumulation and one representative intermediate
goods producer.

Let rc
t denote the real interest rate on the credit market. Then, a firm that borrows capital

at the beginning of period t will have to repay 1 + rc
t per unit of borrowed capital to its lenders

at the end of period t. Meanwhile, a firm that lends capital at the beginning of period t will
receive 1 + rc

t per unit of loaned capital at the end of period t.

Frictions on the Credit Market. We introduce two frictions on this credit market. The
first friction is asymmetric information. We assume that lenders do not observe whether a
prospective borrower is a productive or an unproductive firm. As a consequence, lenders lend
the same amount to all types of firms, and unproductive firms may mimic productive firms by
borrowing Kp

t −Kt. To economize on notations, we henceforth denote by Kp
t −Kt the loan that

every borrower —whether productive or unproductive— demands on the credit market.

The second credit friction is moral hazard. We assume that if a borrower does not produce, it
can hide its capital goods from its lenders, sell them at the end of the period, “go underground”

15This assumption implies that the return on capital is always higher for a productive firm that produces than
for a firm that stores its capital (see relation (20) derived later on).
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with the proceeds of the sales, and default. More precisely, any firm (whether unproductive or
productive) has the option to borrow Kp

t −Kt capital goods and abscond with its own capital
stock Kt plus a fraction 1 − θ of the borrowed capital, with θ < 1. The rest of the borrowed
capital, θ(Kp

t − Kt), is assumed to be partly recouped by the lenders and partly spent by the
latter in debt collection proceedings. Since idle capital is stored and depreciates at rate δ, a
borrower that absconds and defaults earns (1 − δ)Kt + (1 − θ)(1 − δ)(Kp

t −Kt). This is higher
than its payoff (1 − δ)Kt from storing its own capital stock whenever the firm borrows a strictly
positive amount Kp

t −Kt > 0.

We also assume that a (productive) firm that uses the capital goods to produce intermediate
goods cannot abscond and always repays its debt at the end of the period. In other terms, once
it has produced intermediate goods, a (productive) firm cannot default. One can think of such
a firm as one that operates transparently (e.g. sets up a business, hires labor, etc) and whose
cash–flow from the sales of intermediate goods cannot be concealed from lenders.16

The two credit frictions allow firms to divert funding from its intended use: to boost their
profit, firms may want to borrow, purchase more capital, abscond, and default. In what follows,
we focus on the case where lenders never allow a firm to borrow if there is a possibility that the
firm defaults down the line.17

Borrowing Limit. To deter borrowers from defaulting, lenders impose a borrowing limit
on each borrower. Since lenders do not observe borrowers’ types, this limit is the same for
all borrowers. Lenders set the borrowing limit such that no firm —whether productive or
unproductive— wants to borrow, divert the borrowed capital, and default. Recalling that both
unproductive and productive firms have the option to lend capital goods at rate rc

t , no firm will
ever borrow and default if the payoff of doing so is smaller than the payoff from lending capital
goods.18 The incentive–compatibility constraint that ensures that no firm defaults thus reads:

(1 − δ)Kt + (1 − θ)(1 − δ)(Kp
t −Kt)︸ ︷︷ ︸

payoff if the firm borrows and defaults

≤ (1 + rc
t )Kt︸ ︷︷ ︸

payoff if the firm lends

(13)

Proposition 1 follows.

Proposition 1. (Incentive–Compatible Borrowing Limit) Given the credit market rate
rc

t , a firm cannot borrow and purchase more than a fraction of its initial capital stock:

Kp
t −Kt

Kt
≤ max

{
rc

t + δ

(1 − δ)(1 − θ)
; 0
}

(IC)
16If the firms that produce intermediate goods also had the possibility to abscond and default, then no lender

would ever want to lend. To make things interesting, we assume that such firms cannot default.
17In Section J of the online appendix, we study a general version of the model where lenders may allow borrowers

to default, potentially giving rise to pooling equilibria with defaults in some states of Nature. In those states,
lenders charge a risk premium that compensates them for loan losses. When lenders incur debt collection costs,
this risk premium increases with both the probability of default, the loss given default, and the debt collection
costs themselves. We show however that, under a plausible parametrization of these costs (i.e. provided that
they are not unrealistically small), the risk premium is always too high for any borrower to afford a loan. As a
result, lenders do not tolerate defaults in equilibrium and one can abstract from equilibria with defaults from the
outset. In our baseline model, borrower defaults per se are an off–equilibrium outcome.

18Productive firms have the additional option to borrow and produce, which unproductive firms do not have.
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Proof. The result follows from (13) and the non–negativity of the borrowing limit, hence the
max operator on the right–hand side of (IC).

As long as condition (IC) is satisfied, all firms will refrain from borrowing and defaulting.
The ratio on the right–hand side captures a firm’s trade–off between lending, which returns
rc

t +δ (numerator), versus borrowing and defaulting, which returns (1−θ)(1−δ) (denominator).
The borrowing limit increases with the loan rate rc

t : the higher the loan rate, the higher firms’
opportunity cost of defaulting, the less likely it is that firms borrow and abscond in search for
yield, and the higher the incentive–compatible borrowing limit. Finally, note that when θ = 1
(i.e. when borrowers cannot abscond with the borrowed capital), the moral hazard problem
vanishes and lenders do not impose any borrowing limit at all (the term on the right side of
(IC) is infinite).

We now turn to the analysis of productive and unproductive firms’ respective profit maxi-
mization problems.

3.4.3 Optimization Problem of a Productive Firm

Productive firms’ choice consists in choosing their production Xp
t and the associated quantities

of capital Kp
t , labor Np

t and credit Kp
t − Kt in order to maximize their profit and dividend

payouts to the household, subject to the borrowing limit (IC).

At the end of period t, a productive firm sells its production Xp
t to retailers at price pt,

pays its workers WtN
p
t , sells its un–depreciated capital (1 − δ)Kp

t at price Pt, repays its loan
(in nominal terms) Pt(1 + rc

t )(Kp
t − Kt) to lenders (given (IC)), and distributes its profits as

dividends to the representative household. Let Dp
t and rq,p

t denote the dividends (in nominal
terms) and the real rate of return on equity of a productive firm, respectively. The optimization
problem of this firm consists in maximizing its dividend payouts:

max
Kp

t ,Np
t

Dp
t ≡ Pt(1 + rq,p

t )Kt = ptX
p
t −WtN

p
t + Pt(1 − δ)Kp

t − Pt(1 + rc
t )(Kp

t −Kt) (14)

= ptX
p
t −WtN

p
t − Pt(rc

t + δ)Kp
t︸ ︷︷ ︸

excess return from borrowing
Kp

t − Kt and producing
compared to lending Kt

+Pt(1 + rc
t )Kt

with respect to Kp
t and Np

t , subject to the borrowing constraint (IC). The second line in
equation (14) highlights that a productive firm gets an excess return if it borrows (rather than
lends). Given relation (11), the firm’s objective in (14) boils down to maximizing the return on
equity

max
Kp

t ,Np
t

rq,p
t = ϵ

ϵ− 1
Xp

t

MtKt
− Wt

Pt

Np
t

Kt
− (rc

t + δ)K
p
t −Kt

Kt
− δ (15)

The optimal labor demand Np
t satisfies the first order condition

Wt

Pt
= ϵ

ϵ− 1
(1 − α)Xp

t

MtN
p
t

= ϵ

ϵ− 1
(1 − α) At

Mt

(
Kp

t

Np
t

)α

(16)
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Let

Φt ≡ α
Xp

t

Kp
t

= αAt

(
Np

t

Kp
t

)1−α

(17)

denote the marginal product of capital for a productive firm. Using (16), one can further express
Φt as a function of the real wage Wt/Pt and retailer’s markup Mt,

Φt = αA
1
α
t

(
ϵ

ϵ− 1
1 − α

Mt
Wt
Pt

) 1−α
α

(18)

which the firm takes as given. Using (16) and (17), the firm’s optimization problem in (15) can
be further simplified to

max
Kp

t

rq,p
t = rc

t +
(
rk

t − rc
t

) Kp
t

Kt
(19)

subject to the borrowing limit (IC), where rk
t denotes the rate of return on capital (after capital

depreciation), defined by:
rk

t ≡ ϵ

ϵ− 1
Φt

Mt
− δ > −δ (20)

Expression (19) shows that a productive firm takes its decision based on the gap between the
rate of return on capital rk

t and the loan market rate rc
t —both of which it takes as given. The

optimal level of physical capital Kp
t that the firm uses to produce and the corresponding amount

of credit Kp
t −Kt will be determined later as we derive the interest rate rc

t that clears the credit
market.

3.4.4 Optimization Problem of an Unproductive Firm

Given the borrowing limit (IC), unproductive firms have only two options: sell their capital and
lend the proceeds at the real loan rate rc

t versus keep their capital idle and sell it at price Pt at
the end of the period. Let Ku

t be the quantity of capital goods that an unproductive firm keeps
idle and stores, Du

t its dividends (in nominal terms), and rq,u
t its real rate of return on equity.

The optimization problem of this firm consists in maximizing its dividend payouts:

max
Ku

t

Du
t ≡ Pt(1 + rq,u

t )Kt = Pt(1 − δ)Ku
t + Pt(1 + rc

t )(Kt −Ku
t ) (21)

= Pt(−δ − rc
t )Ku

t︸ ︷︷ ︸
forgone return from

keeping Ku
t capital goods idle

compared to lending Kt

+Pt(1 + rc
t )Kt

with respect to Ku
t , where Kt − Ku

t is the quantity of goods that the firm sells/lends. The
second line in (21) corresponds to the returns that the firm forgoes if it stores its capital goods
(rather than lends them). The above maximization problem can be further simplified to:

max
Ku

t

rq,u
t = rc

t + (−δ − rc
t ) K

u
t

Kt
(22)

which shows that an unproductive firm takes its decision based on the gap between the net return
on storage −δ and the loan market rate rc

t . The optimal levels of capital Ku
t and Kt −Ku

t that
the firm respectively keeps idle and lends will be determined in the next section, as we derive
the interest rate rc

t that clears the credit market.
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3.5 Credit Market Equilibrium

The natural borrowers on the credit market are the productive firms, while the natural lenders
are the unproductive firms. We focus on perfectly competitive (Walrasian) equilibria, i.e. as-
sume that firms (which are infinitesimally small) take the credit market rate rc

t as given.

Definition 1. (Competitive Equilibrium) A credit market equilibrium is characterized by
individual loan demands Kp

t −Kt and supplies Kt −Ku
t and a loan rate rc

t such that:

(i) given rc
t , each firm determines its individual loan demand/supply so as to maximize its

return on equity (see (19) and (22)) subject to the borrowing limit (IC);

(ii) given the sum of individual optimal loan demands/supplies, rc
t clears the credit market.

We derive the credit market equilibrium in two steps. In the first step, we consider the
partial equilibrium case in which we take the rest of the economy and, in particular, productive
firms’ rate of return on capital rk

t as given. We derive the equilibrium outcome in the absence
(Section 3.5.1) as well as in the presence (Section 3.5.2) of financial frictions. In the second
step, we study the credit market outcome in the general equilibrium in the presence of financial
frictions (Section 3.5.3). Solving the general equilibrium necessitates acknowledging that rk

t is
endogenous and depends on the credit market equilibrium outcome.

3.5.1 Credit Market Partial Equilibrium: Frictionless Case

This section studies the partial equilibrium of the credit market in a frictionless case where
lenders can observe borrowers’ types and enforce loan repayments. In that case firms do not
face the borrowing limit (IC) and can borrow freely any desired amount.

Let LS(rc
t ) denote the aggregate supply of credit by unproductive firms. Given their opti-

mization problem in (22), these firms sell their entire capital stock Kt and lend the proceeds
of the sale when rc

t > −δ, implying Ku
t = 0. Since there is a mass µ of unproductive firms,

one obtains LS(rc
t ) = µKt. When rc

t = −δ, they are indifferent between selling (units of) their
initial capital stock and lending the proceeds on the credit market, doing nothing, or borrowing
on the credit market to buy additional units of capital and keep them idle: Ku

t ∈ [0,+∞) and
LS(rc

t ) ∈ (−∞, µKt]. When rc
t < −δ, they borrow as much as possible in order to buy capital

goods and keep them idle: Ku
t = +∞ and LS(rc

t ) = −∞. The aggregate credit supply (by
unproductive firms) is therefore given by

LS(rc
t ) = µ (Kt −Ku

t ) =


µKt for rc

t > −δ
(−∞, µKt] for rc

t = −δ
−∞ for rc

t < −δ

and is represented by the black line in Figure 2.

Let LD(rc
t ) denote the aggregate demand of credit by productive firms. Given their opti-

mization problem in (19) (and in the absence of any borrowing constraint), these firms borrow
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as much as possible to buy additional units of capital when rc
t < rk

t , implying Kp
t = +∞ and

LD(rc
t ) = +∞ in that case. When rc

t = rk
t , they are indifferent between borrowing, doing

nothing, and lending. Since there is a mass 1 −µ of productive firms, one obtains Kp
t ∈ [0,+∞)

and LD(rk
t ) ∈ [−(1 − µ)Kt,+∞). When rc

t > rk
t , these firms sell their entire capital stock Kt

and lend the proceeds of the sale: Kp
t = 0 and LD(rc

t ) = −(1 − µ)Kt. The aggregate credit
demand (from productive firms) is therefore given by

LD(rc
t ) = (1 − µ) (Kp

t −Kt) =


−(1 − µ)Kt for rc

t > rk
t

[−(1 − µ)Kt,+∞) for rc
t = rk

t

+∞ for rc
t < rk

t

and is represented by the gray line in Figure 2.

Figure 2: Frictionless Credit Market Equilibrium
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Notes: This figure illustrates unproductive firms’ aggregate credit supply (black) and productive firms’ aggregate credit
demand (gray) curves, in the absence of financial frictions. This figure abstracts from general equilibrium feedback effects,
i.e. takes rk

t as given with rk
t > −δ, as implied by relation (20).

Figure 2 shows that there is one unique equilibrium N , with rc
t = rk

t > −δ and Ku
t = 0,

implying that rq,p
t = rq,u

t = rk
t = rc

t . Hence, all firms have the same rate of return on equity.
As the mass µ of unproductive firms lend their entire capital stock Kt to the mass 1 − µ of
productive firms, the equilibrium is also characterized by a perfect reallocation of the capital
stock from unproductive to productive firms

(1 − µ)Kp
t = Kt (23)

In this case, our model boils down to the textbook NK model with endogenous capital accumu-
lation and one representative intermediate goods producer.

3.5.2 Credit Market Partial Equilibrium: Frictional Case

Consider now the frictional case where lenders face asymmetric information and moral hazard.
In that case, lenders impose the borrowing limit (IC) to borrowers so that unproductive firms
never borrow. The equilibrium of the credit market is illustrated in Figure 3.
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As in the credit frictionless case, the supply of credit emanates from the unproductive firms.
When rc

t > −δ, the mass µ of unproductive firms sell their capital stock Kt and lend the
proceeds on the credit market, implying LS(rc

t ) = µKt. When rc
t = −δ, they are indifferent

between lending and keeping their capital idle, LS(rc
t ) ∈ [0, µKt]. When rc

t < −δ, they keep
their capital idle: LS(rc

t ) = 0. As a result, the aggregate credit supply curve LS(rc
t ), represented

by the black line in Figure 3, is given by:

LS(rc
t ) = µ (Kt −Ku

t ) =


µKt for rc

t > −δ
[0, µKt] for rc

t = −δ
0 for rc

t < −δ
(24)

Figure 3: Frictional Credit Market Equilibrium
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Notes: This figure illustrates unproductive firms’ aggregate credit supply (black) and productive firms’ incentive–compatible
aggregate credit demand (gray) curves. In panel (i), the demand curve is associated with a value of rk

t strictly above r̄k and
multiple equilibria C , N , and U . In this case, U and C are ruled out on the grounds that they are unstable (for U ) and
Pareto–dominated (for C ). In panel (ii), the demand curve is associated with a value of rk

t strictly below r̄k and C as unique
equilibrium. The threshold for the loan rate, r̄k, is constant and corresponds to the minimum incentive–compatible loan
rate that is required to ensure that none of the firms borrows and absconds. This figure abstracts from general equilibrium
feedback effects, i.e. takes rk

t as given with rk
t > −δ, as implied by relation (20).

Likewise, the demand for credit emanates from the productive firms. When rc
t > rk

t , pro-
ductive firms prefer to sell their capital and lend the proceeds rather than borrow: LD(rc

t ) =
−(1−µ)Kt. When rc

t = rk
t , they are indifferent between lending and borrowing up to the borrow-

ing limit in (IC), implying LD(rk
t ) ∈ [−(1−µ)Kt,max{(1−µ)(rk

t +δ)Kt/(1−δ)(1−θ); 0}]. When
rc

t < rk
t , they borrow up to the limit, implying LD(rc

t ) = max{(1−µ)(rk
t +δ)Kt/(1−δ)(1−θ); 0}.

As a result, the aggregate credit demand curve LD(rc
t ) (Figure 3, gray line) is given by:

LD(rc
t ) = (1 − µ) (Kp

t −Kt) =



−(1 − µ)Kt for rc
t > rk

t[
−(1 − µ)Kt,max

{
(1−µ)(rc

t +δ)
(1−δ)(1−θ) Kt; 0

}]
for rc

t = rk
t

max
{

(1−µ)(rc
t +δ)

(1−δ)(1−θ) Kt; 0
}

for rc
t < rk

t

(25)

The credit market equilibrium corresponds to a situation where the credit supply and de-
mand curves intersect (see Definition 1). Figure 3 shows that three types of equilibrium may
exist in the credit market: N , U , and C . We discuss these equilibria in turn.
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Equilibria N and U exist only in some states of Nature. And whenever they exist, they
co–exist. In equilibrium N , rc

t = rk
t and the µ unproductive firms sell their capital to the 1 −µ

productive ones, as if there were no financial frictions: equilibrium N in panel (i) of Figure 3 is
the same as equilibrium N in Figure 2. In that case, there is perfect capital reallocation, with
Ku

t = 0 and Kp
t = Kt/(1−µ). In equilibrium U , rc

t < rk
t but capital is also perfectly reallocated

from unproductive to productive firms and the aggregate outcome is the same as in equilibrium
N . Equilibrium U only differs from N on two counts. First, the rates of return on equity of
unproductive and productive firms are not equal in U (where rq,u

t < rq,p
t ), whereas they are

equal in N . Second, U is not stable under tatônnement (see Mas-Colell et al. (1995), Chapter
17). For this reason (and without loss of generality), we henceforth focus on equilibrium N

and refer to this equilibrium as “normal times”.

Equilibrium C exists in all states of Nature. In equilibrium C , rc
t = −δ and unproductive

firms are indifferent between keeping their capital idle or selling it and lending the proceeds.19

Hence, any supply of funds within the interval [0, µKt] is consistent with optimal firm behavior.
Meanwhile, the incentive–compatible quantity of capital goods that a firm can borrow at that
rate is zero (see (IC)), and there is no demand. As a result, Ku

t = Kp
t = Kt and LD(−δ) =

LS(−δ) = 0. This equilibrium involves no trade and no capital reallocation. We refer to this
autarkic equilibrium as a “financial crisis”.

The credit market equilibrium outcome determines the extent of capital reallocation in the
economy and, more particularly, the fraction of the economy’s capital stock that productive
firms use for the production of intermediate goods. Let ωt denote this fraction:

ωt ≡ (1 − µ)Kp
t

Kt
(26)

The value of ωt can be seen as a measure of capital reallocation in the economy. In normal times,
there is perfect capital reallocation, the entire capital stock is used productively, and ωt = 1.
In a crisis, in contrast, there is no capital reallocation, the mass µ of unproductive firms keep
their capital idle and only a fraction 1 − µ of the economy’s aggregate capital stock is used for
production: ωt = 1 − µ. Hence:

ωt =
{

1 in normal times (Equilibrium N )
1 − µ in crisis times (Equilibrium C )

(27)

3.5.3 Credit Market Outcome in the General Equilibrium

In the general equilibrium, the fraction ωt of the economy’s capital stock that is used by the
productive firms affects these firms’ rate of return on capital rk

t . Variations of ωt affect the
19Absent borrower defaults, the equilibrium loan rate rc

t is risk–free. Note however that a crisis in our model
corresponds to a situation where default risk is so high that the risk premium that unproductive firms would need
to charge if they lent is above the premium that productive firms can afford to pay. Since productive firms do
not want to borrow in that case, unproductive firms do not lend. In our model, the collapse of the credit market
during a crisis should thus be seen as the flip side of prohibitively high off–equilibrium default risk premia. For a
detailed discussion on the possibility that lenders tolerate defaults and the attendant risk premium, see Section
J of the online appendix.
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demand for labor and the supply of intermediate goods and, therefore, the real wage Wt/Pt,
the intermediate goods prices pt, the markup Mt, and eventually rk

t —as the expressions of Φt

and rk
t in (18) and (20) suggest. This is the case in any given the state of Nature {At, Zt,Kt}.

To emphasize that rk
t varies with ωt, it will be useful to express rk

t as a function of ωt:

rk
t = rk (ωt | At, Zt,Kt) (28)

whenever this emphasis is needed. Note that the exact form of this function can only be pinned
down numerically as one solves for the dynamic general equilibrium. Proposition 2 follows.

Proposition 2. (Existence of a Credit Market Equilibrium with Trade N ) Consider
the state of Nature {At, Zt,Kt} and let rk (ωt = 1 | At, Zt,Kt) be the productive firms’ rate of
return on capital that prevails in the general equilibrium if ωt = 1. Then, equilibrium N exists
if and only if

rk (ωt = 1 | At, Zt,Kt) ≥ r̄k ≡ (1 − θ)(1 − δ)µ
1 − µ

− δ (29)

Whenever equilibrium N exists, it always co–exists with the crisis equilibrium C .

Proof. The proof consists in two stages. The first stage considers the partial equilibrium: given
rk

t , a competitive credit market equilibrium with trade N exists only if there is a loan rate rc
t at

which the loan demand schedule (Figure 3, panel (i), gray line) intersects the supply schedule
(black line) for a strictly positive amount of credit, i.e. only if limrc

t ↗rk
t
LD(rc

t ) ≥ LS(rk
t ). Using

relations (IC), (24) and (25), this condition can be rewritten as (1 −µ)(rk
t + δ)/(1 − θ)(1 − δ) ≥

µ ⇔ rk
t ≥ (1 − θ)(1 − δ)µ/(1 − µ) − δ. When this condition is satisfied, the credit market

reallocates unproductive firms’ entire capital stock to the productive firms and ωt = 1. The
second stage considers the general equilibrium for a given the state of Nature {At, Zt,Kt}: since
rk

t varies with ωt, equilibrium N exists if and only if the above condition is satisfied for the
value of rk

t that prevails in the general equilibrium if ωt = 1, i.e. for rk
t = rk (ωt = 1 | At, Zt,Kt).

Finally, since the autarkic equilibrium C always exists, it necessarily co–exists with N whenever
the latter equilibrium exists.

The interest rate threshold r̄k in Proposition 2 is the minimum return on capital that
guarantees the existence of an equilibrium with trade and (full) capital reallocation. Perhaps
more intuitively, r̄k can also be seen as the minimum loan rate that unproductive firms require
in order to lend on the credit market rather than borrow funds and abscond in search for yield.
To see this, notice that borrowers’ incentive compatibility constraint (13) can be rewritten as
a condition on the loan rate: rc

t ≥ (1 − θ)(1 − δ)(Kp
t − Kt)/Kt − δ, which simply means that

an unproductive firm has an incentive to lend only if the loan rate is high enough. For this
condition to be satisfied in an equilibrium with trade, i.e. when µKt = (1 − µ)(Kp

t −Kt), one
must therefore have rc

t ≥ r̄k ≡ (1 − θ)(1 − δ)µ/(1 − µ) − δ, which corresponds to the right–
hand side of relation (29). Further, notice that productive firms only borrow funds if their
return rk

t = rk (ωt = 1 | At, Zt,Kt) in equilibrium N is higher than their cost of funds rc
t (see

(19)). When rk
t < r̄k ≤ rc

t , productive firms cannot afford to pay the minimum loan rate that
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unproductive firms require, and the credit market equilibrium with trade in N cannot emerge.
In that case, equilibrium C is the only one that survives and the credit market collapses.

In what follows, we rule out the possibility of “self–fulfilling” (i.e. non–fundamental) equi-
libria by assuming that firms always coordinate on the equilibrium associated with the highest
volume of trade and capital reallocation whenever multiple equilibria co–exist:20

Assumption 1. (Uniqueness of the Competitive Equilibrium) There is no coordination
failure: whenever equilibria C and N co–exist, firms always coordinate on equilibrium N ,
which is associated with the highest fraction ωt of the capital stock used productively —i.e. with
the most efficient capital reallocation.

Proposition 2 and Assumption 1 require that the general equilibrium be solved sequentially.
In a first stage, we assume that equilibrium N exists and solve the general equilibrium for
the return on capital rk

t = rk (ωt = 1 | At, Zt,Kt) that is consistent with a perfect reallocation
of capital (i.e. ωt = 1). In a second stage, we verify that rk (ωt = 1 | At, Zt,Kt) ≥ r̄k. If
this condition is satisfied, we conclude that equilibrium N exists and select it. Otherwise, we
conclude that a credit market equilibrium with trade cannot emerge in the general equilibrium.
In that case, C is the only possible equilibrium.

3.6 Aggregate Outcome

3.6.1 Market Clearing Conditions

Since only the productive firms produce, the labor, intermediate goods, and final goods markets
clear when

Nt = (1 − µ)Np
t (30)

Yt = (1 − µ)Xp
t (31)

Yt = Ct + It + ϱ

2
Ytπ

2
t (32)

3.6.2 Aggregate Output

Aggregate output depends on the quantity ωtKt of capital goods that are used productively:

Corollary 1. (Aggregate Output and Productivity)

Yt = At (ωtKt)αN1−α
t = ÂtK

α
t N

1−α
t , with Ât ≡ Atω

α
t and ωt ∈ {1 − µ, 1} (33)

Proof. Combine relations (12), (26), (30) and (31).
20There are of course several —but less parsimonious— ways to select the equilibrium. For example, one

could introduce a sunspot, e.g. assume that firms coordinate on equilibrium N (i.e. are “optimistic”) with
some constant and exogenous probability whenever this equilibrium exists. It should be clear, however, that the
central element of our analysis is Proposition 2 for the existence of N , and not the selection of N conditional
on its existence. In other terms, our analysis does not hinge on the assumed equilibrium selection mechanism.
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Relation (33) emphasizes the direct link between the functioning of the credit market ωt

and aggregate productivity Ât: the higher the amount of capital reallocated through the credit
market, the higher the fraction ωt of the capital stock that is used by productive firms, and the
higher aggregate productivity. Since ωt = 1 in normal times and ωt = 1 − µ in a crisis, the
latter induces (all else equal) a discrete fall in aggregate productivity and output by a fraction
1 − (1 − µ)α.

3.6.3 Household’s Return on Equity

Since the household fully diversifies its portfolio of equity investments across firms at the end
of period t− 1, its overall return on equity rq

t is equal to the weighted sum of unproductive and
productive firms’ respective returns on equity at the end of period t:

rq
t = µrq,u

t + (1 − µ)rq,p
t

Substituting expressions (19) and (22) in the expression of rq
t above, one obtains:

rq
t = µ

(
rc

t + (−δ − rc
t )K

u
t

Kt

)
+ (1 − µ)

(
rc

t + (rk
t − rc

t )K
p
t

Kt

)

In normal times, unproductive firms do not store capital (Ku
t = 0), productive firms operate with

Kp
t = Kt/(1−µ), and the credit market loan rate is equal to productive firms’ return on capital

(rc
t = rk

t ), implying rq
t = rk

t . In crisis times, there is no capital reallocation, Kp
t = Ku

t = Kt,
and rc

t = −δ which implies that rq
t = µ · (−δ) + (1 − µ)rk

t . One can therefore write:

rq
t = (1 − ωt) · (−δ) + ωtr

k
t = ωt(rk

t + δ) − δ (34)

where ωt ∈ {1−µ, 1}. The first equality highlights that rq
t can also be interpreted as the aggregate

return on capital, which is equal to the weighted average of the returns on idle capital goods
(−δ) and productive capital goods (rk

t ), using as weights the fractions 1 − ωt and ωt of idle and
productive capital, respectively. In addition, relations (17) and (20) imply rk

t + δ = ϵ
ϵ−1

αXp
t

MtKp
t
,

which using (26) and (31) further yields

rk
t = ϵ

ϵ− 1
αYt

Mt(ωtKt)
− δ (35)

Replacing the expression of rk
t above in (34), one finally obtains the household’s return on equity

as a function of the economy’s aggregates:

rq
t = ϵ

ϵ− 1
αYt

MtKt
− δ (36)

where Yt and Mt are consistent with the value of ωt ∈ {1 − µ, 1} in the general equilibrium.

4 Transmission Channels

What are the channels through which monetary policy affects financial stability? To answer this
question, it is useful to unpack condition (29) using relation (35) for ωt = 1. One obtains:
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Corollary 2. (Monetary Policy and Financial Stability) The normal times equilibrium
N exists if and only if

ϵ

ϵ− 1
αYt

MtKt
≥ (1 − θ)(1 − δ)µ

1 − µ

where Yt and Mt are consistent with a perfect capital reallocation through the credit market
(ωt = 1) in the general equilibrium —given the state of Nature {At, Zt,Kt}.

Corollary 2 shows that crises may emerge through a fall in aggregate output (the “Y–
channel”), a rise in retailers’ markup (the “M –channel”), or excess capital accumulation (the
“K–channel”). Given a (predetermined) capital stock Kt, a crisis is more likely to break out
following a shock that lowers output or increases the markup, as productive firms’ return on
capital rk

t may fall below the crisis threshold r̄k in either case. Such a shock does not need to be
large to trigger a crisis, if the economy has accumulated a large enough capital stock. Indeed,
when Kt is high, all else equal, productive firms’ return on capital tends to be relatively low
and the credit market is fragile. As we show next section, the capital stock may be especially
high towards the end of an unusually long economic boom. In this case, even a modest drop in
Yt or rise in Mt may trigger a crisis.

The upshot is that the central bank may affect the probability of a crisis both in the short–
and in the medium–run. In the short–run, it may do so through the effect of contemporaneous
changes in its policy rate on output and inflation (the Y– and M –channels). To see this,
consider the effects of an unexpected rate hike. On impact, the hike works to reduce aggregate
demand for final and intermediate goods, weighing on retailers’ prices and costs. In the presence
of price adjustment costs, prices fall more slowly than costs and retailers’ markups rise. The
concomitant fall in aggregate demand and rise in the markup, in turn, weighs on productive
firms’ return on capital, bringing the economy closer to a crisis. In the medium–run, in contrast,
monetary policy affects financial stability through its impact on the household’s saving behavior
and capital accumulation (the K–channel). For example, a central bank that commits itself to
systematically and forcefully responding to fluctuations in output will —all else equal— tend to
lower the need for precautionary savings and to slow down capital accumulation during booms,
thus enhancing credit market resilience.

5 Anatomy of a Financial Crisis

This section describes the average dynamics around financial crises under a plausible
parametrization of the model. It also briefly links the model–based crisis dynamics with those
observed in the data, with a focus on the role of monetary policy.

5.1 Parametrization of the Model

All the relevant equations of the model are reported in Table B.1 in Appendix B. We parame-
terize our model based on quarterly data under Taylor (1993)’s original monetary policy rule
(i.e. with ϕπ = 1.5 and ϕy = 0.5/4). The non–financial parameters are the same as in the
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baseline NK model and take the usual values (see Table 1). The utility function is logarithmic
with respect to consumption (σ = 1). The parameters of labor dis–utility are set to χ = 0.814
and φ = 0.5 so as to normalize hours to one in the deterministic steady state and to obtain an
inverse Frish labor elasticity of 2 —this is in the ballpark of the calibrated values used in the
literature. We set the discount factor to β = 0.989, which corresponds to an annualized average
return on financial assets of about 4%. The elasticity of substitution between intermediate
goods, ϵ, is set to 6, which generates a markup of 20% in the deterministic steady state. Given
this, we set the capital elasticity parameter α to 0.36 to obtain a labor income share of 64%.
We assume that capital depreciates by 6% per year (δ = 0.015). We set the price adjustment
cost parameter to ϱ = 58.2, so that the model generates the same slope of the Phillips curve as
in a Calvo pricing model with an average duration of prices of 4 quarters. The persistence of
the technology and demand shocks is set to ρa = ρz = 0.95. Their standard deviations are set
so as to replicate the volatility of the Hodrick–Prescott quarterly cyclical components of core
inflation and output in the post–WW2 period: σa = 0.007 and σz = 0.001.

Table 1: Parametrization

Parameter Target Value
Preferences
β 4% annual real interest rate 0.989
σ Logarithmic utility on consumption 1
φ Inverse Frish elasticity equals 2 0.50
χ Steady state hours equal 1 0.81

Technology and price setting
α 64% labor share 0.36
δ 6% annual capital depreciation rate 0.015
ϱ Same slope of the Phillips curve as with Calvo price setting 58.22
ϵ 20% markup rate 6

Aggregate TFP (supply) shocks
ρa Standard persistence 0.95
σa Volatility of inflation and output in normal times (in %) 0.70

Aggregate risk–premium (demand) shocks
ρz Standard persistence 0.95
σz Volatility of inflation and output in normal times (in %) 0.10

Interest rate rule TR93 (Taylor (1993))
ϕπ Response to inflation 1.5
ϕy Response to output 0.125

Financial Frictions
µ Productivity falls by 1.8% due to financial frictions during a crisis 0.05
θ The economy spends 10% of the time in a crisis 0.527

Compared to the baseline NK model, our model has two additional parameters: the share
of unproductive firms µ in the economy and creditors’ recovery rate θ. Parameter µ directly
affects the cost of financial crises in terms of productivity and output loss (see relation (33)).
Given α = 0.36, we set µ = 5% so that capital mis–allocation induces a further 1.8% (=
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1 − (1 − 0.05)0.36) fall in aggregate productivity during a financial crisis, all else equal.21 This
(momentary) productivity loss comes on the top of that due to the adverse TFP shock that
may trigger the crisis. The recovery rate parameter θ governs the degree of moral hazard and,
given µ, the incidence of financial crises. The definition of r̄k in condition (29) shows that the
lower θ, the higher the return on capital required for an active credit market to exist and, as a
result, the more frequent financial crises. We set θ = 52.7% so that the economy spends 10%
of the time in a crisis in the stochastic steady state.22 Even though we do not set θ to match
creditors’ recovery rate per se, this value for θ is in line with the observed average recovery rate
for the United States as well as with that considered in the literature.23

5.2 Simulated Dynamics Around Financial Crises

The aim of this section is to describe the dynamics of our model around financial crises. We
compute these dynamics in three steps. First, we solve our non–linear model numerically using
a global solution method —see details in Section I of the online appendix. Second, we feed
the model with supply and demand shocks that follow standard AR(1) processes (see Table
1), simulate the model over 10,000,000 periods and “let the model speak”. We thus obtain
simulated time series of the endogenous variables and the underlying shocks. Third, we identify
the starting dates of financial crises and compute the averages of macro–financial variables in
the 24 quarters around these dates. To filter out the potential noise due to the aftermath of past
crises, we only report the averages for “new” crises, i.e. crises that follow at least 24 quarters
of normal times. Importantly, we do not impose any specific sequence of shocks to generate
financial crises. Instead, we observe a posteriori the type (i.e. supply versus demand) and the
sequence of shocks that lead to financial crises given the model’s internal dynamics.

The average crisis dynamics, reported in Figure 4, are the outcome of both the two exogenous
non–financial shocks (panel (a)) and the endogenous response of the economy to these shocks
(other panels). The results suggest that these dynamics can be broadly decomposed into three
phases: a boom, a slowdown, and a bust.

21While there is a general agreement that financial frictions impair the re–allocation of capital across firms
— notably during financial crises, the resultant aggregate productivity loss is hard to measure. Estimates vary
with the type of data, period and methodology, e.g.: 0.8% in Oulton and Sebastiá-Barriel (2016) using aggregate
data on 61 countries over the period 1950–2010 (page 1); 1.76% in Gilchrist et al. (2013) for a sample of US
manufacturing firms over the period 1985–2010 (Table 4, column (1), row α = 0.36); 2.39% in Duval et al. (2019)
using firm–level data for 11 advanced economies around the GFC (page 487). We opt for a median value of 1.8%.

22Romer and Romer (2017) and Romer and Romer (2019) construct a semiannual financial distress index for
31 OECD countries and rank the degree of credit disruption from 0 (“no stress”) to 14 (“extreme crisis”). Using
their index and definition of a financial crisis (i.e. a situation where the financial distress index is above or equal
to 4), we compute the percentage of the time these countries spent in crises over the period 1980-2017, and obtain
10.57%. One advantage of the Romer and Romer (2017) index is that it allows us to parametrize the model to
match the time spent in a crisis —instead of the probability of a crisis. More than 60% of Romer and Romer
(2019)’s crises are also in JST and feature a financial panic (as defined in Baron et al. (2020)).

23In the case of the United States, Jankowitsch et al. (2014) document that the recovery rate on defaulted
bonds hovered between 40% and 70% of bonds’ face value over the period 2004–2008 (Figure 4). Longstaff et
al. (2005)’s model–based analysis of market valuation of corporate debt assumes a constant recovery rate of 50%
(page 2225).

27



Figure 4: Simulated Dynamics Around Crises
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Notes: Average dynamics of the economy around the beginning of a crisis (in quarter 0) in the stochastic steady
state of the TR93 economy. To filter out the potential noise due to the aftershocks of past crises, we only report
averages for new crises, i.e. crises that follow at least 24 quarters of normal times. The horizontal dotted lines
correspond to the average values in the stochastic steady state. In panel (e), the upper horizontal dashed line
corresponds to the deterministic steady state value rq of the rate of return on equity, the lower one to the crisis
threshold r̄k as defined in relation (29). Since the capital stock is financed externally through equity issuance,
its dynamics (panel (b)) correspond to those of equity funding (not reported). In Section K.2.1 of the online
appendix, we show that, to finance their startup capital, firms are indifferent between issuing equity or riskless
debt, provided that they can issue such debt. In that case, the dynamics of the capital stock in panel (b) can also
be interpreted as those of riskless debt. The asset price reported in panel (c) corresponds to the real price of an
asset that returns one unit of consumption good next period, i.e. βEt

[
(Ct+1/Ct)−σ

]
(see, e.g. Cochrane (2001)).

In the stochastic steady state, the average crisis dynamics are essentially the same as the median ones for all
variables except the aggregate shocks (panel (a)), whose values we discretized for the purpose of the numerical
resolution of the model (see Section I of the online appendix). The median dynamics of the shocks are nothing
but a “stepwise version” of the average ones. Without loss of generality, for each variable, we report the dynamics
in level or in percentage deviation from average —whichever is more appropriate.

The Boom. The average crisis dynamics begin with a protracted sequence of small positive
productivity and demand shocks, 8 to 24 quarters before the start of the crisis (Figure 4, panel
(a)). These positive shocks are at the origin of an economic boom (panel (i)), an investment
and asset price boom (panels (b) and (c)) as well as high rates of return, as measured by the
return on equity (panel (e)) and output to capital ratio (panel (f)), which are both above their
respective average steady state values.24

Since positive productivity and demand shocks have opposite effects on prices, the dynamics
24In the baseline version of the model investment is entirely financed externally through equity issuance, im-

plying that the investment boom goes hand in hand with an equity issuance boom. As noted in Section K.2 of
the online appendix, however, our model is isomorphic to an alternative model where firms finance their capital
stock with riskless debt. In that case, the investment boom in panel (b) can be interpreted as a credit boom.
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of inflation indicate which shock has the biggest footprint.25 The prolonged fall in inflation and
rise in markups (panels (g) and (d)) suggests that, on balance, the boom is mainly driven by the
productivity shocks. Under TR93 (our baseline), the persistent disinflationary pressures induce
the central bank to cut its policy rate and to keep it low–for–long (panel (h)). As a result,
the boom that precedes the average crisis is characterized by both low inflation and monetary
easing. Monetary easing, in turn, further boosts investment and capital accumulation.

The Slowdown. In the 8 quarters that precede the crisis, productivity gains begin to subside
and output falls toward its steady state (panels (a) and (i)). But as long as productivity
remains above its steady state households continue to accumulate savings and capital (panel
(b)). Meanwhile, inflation picks up but remains below its steady state (panel (g)), and markups
continue to rise (panel (d)). The combination of lower productivity, higher markups and a large
capital stock weighs on firms’ real equity returns, which fall below their steady state during the
slowdown (panels (e) and (f)).

The Bust. The fall of cpital/equity returns below their steady state value marks the entry of
the economy in a region of financial fragility. Lower capital returns entail a lower credit market
equilibrium rate, which entices unproductive firms to search for yield and stokes lenders’ fear of
default. The credit market eventually breaks down as a relatively modest adverse productivity
shock (and the endogenous response of the economy thereto) pulls capital/equity returns further
down and below the crisis threshold (panels (a), (e) and (f)). The average crisis is characterized
by a severe recession (panel (i)) and asset price correction (panel (c)). On average, output falls
by 6% during a crisis (Table 2, row (1), column “Output Loss”).

Role of Monetary Policy and Link to Facts. Despite its stylized nature, our model does
a fair job in capturing and articulating the salient facts about post–WW2 financial crises, as
identified in the literature and summarized in Figure 1 (compare Figures 1 and 4). It also
suggests that monetary policy plays an important role in the unfolding of events that precede
crises. The diagram in Figure 5 depicts the transmission chain at play.26 At first, a protracted
rise in productivity leads to faster capital accumulation and to a disinflationary boom.27 The

25In Section D of the online appendix, we report the dynamics of crises in a version of the model with either
supply or demand shocks —as opposed to both. The comparison of these dynamics makes clear that demand–
driven booms are inflationary while supply–driven ones are disinflationary.

26This transmission chain applies to the average crisis, which tends to follow a productivity–driven boom, as
Figure 4 suggests. It does not apply to the few crises that follow demand–driven booms (see Figure D.2 in Section
D of the online appendix) or to those that do not follow a boom. Further note that the effects of monetary policy
on financial stability depend on the type of shocks hitting the economy. When demand shocks prevail, capital
accumulation goes hand in hand with inflationary (rather than disinflationary) pressures. In that case, raising
the policy rate to tame inflation helps to slow down capital accumulation and to reduce the risk of financial stress
in the medium–run in our model, as shown empirically in Boissay et al. (2025).

27Other papers have explained the disinflationary pressures observed in the run–up to financial crises in dif-
ferent ways. For instance, Brunnermeier and Julliard (2008) and Piazzesi and Schneider (2008) argue that the
disinflation in the first half of the 2000s in the United States may have fueled the credit and asset price boom that
preceded the GFC, due to people suffering from money or inflation illusion. Ikeda (2022), in contrast, argues that
it is a sentiment–driven asset price boom that may have fueled disinflation by boosting firms’ collateral value and
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central bank reacts to disinflationary pressures by keeping its policy rate low–for–long (Figures
1 and 4; panels (g) and (h)), which boosts aggregate demand, raises capital returns, and further
stimulates capital accumulation (Figures 1 and 4; panel (b)). Throughout the boom, capital
accumulation gradually erodes capital returns (Figures 1 and 4; panels (e) and (f)), slowing
down investment and growth and exposing credit markets to adverse shocks. At last, a fall in
productivity induces a rise in inflation, prompting the central bank to increase its policy rate
(Figures 1 and 4; panels (g) and (h)). As the monetary policy tightening weighs on aggregate
demand, the real return on capital falls, eventually leading to the bust. At that stage, the rate
hike acts more as a catalyst than as the root cause of the crisis, to the extent that the same
hike may not have led to a crisis had the policy rate not been low–for–long in the first place.

Figure 5: Boom–Slowdown–Bust Episodes: the Role of Productivity and Monetary Policy

Productivity Boom/Bust Disinflation/
Inflation

Rule–Based
Monetary Policy

Real Return
on Capital

Asym. Information
& Moral Hazard

Random Deviations
from Monetary Policy Rule

Credit/Investment
Boom/Bust

Notes: This diagram summarizes the interactions between the main macro–financial factors (credit/investment,
productivity, monetary policy) that underpin the average crisis dynamics in the model (Figure 4).

Thus, during the boom–slowdown–bust episode, the monetary policy rate follows a U–shaped
path that goes hand in hand with a U–shaped path of inflation (Figures 1 and 4; panels (g) and
(h)), as the central bank aims to stabilize inflation under TR93. This pattern is consistent with
the recent empirical finding by Jiménez et al. (2023) as well as with the narratives of prominent
historical crises such as the GFC in the United States and the Swedish and Japanese crises in
the early 1990s, which all followed disinflationary booms.

Variety of Crises and Crisis Probability. The average crisis dynamics described in Figure
4 mask the variety of crises in terms of their origins and underlying transmission channels —the
Y–M –K– channels. To illustrate this variety, we report in Figure 6 the ergodic distributions of
the capital stock in the quarter before all crises (solid black line); before crises whose ex ante
(i.e. one–quarter ahead) probability was in the bottom decile of the distribution (red line); and
before crises whose ex ante probability was in the top decile of the distribution (blue line). On
average, crises occur when the capital stock is about 2.5% above its average level (solid black
line). However, high–probability crises are associated with a much larger investment boom, with

lowering their funding and production costs. In the same vein, Christiano et al. (2010) show that overoptimistic
beliefs about future productivity may lead to boom–bust dynamics characterized by low–for–long inflation and
policy rates, followed (as in our model) by a rise in inflation and interest rates.
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the capital stock more than 5% above average (pointing to K–channel as main driver) whereas
low–probability crises occur when the capital stock is below average. The latter crises ought
to be due to relatively large —and therefore rare and unexpected— adverse shocks that lower
productive firms’ return on capital through the Y–M –channels.

These findings highlight two noticeable features of financial crises in our model. For one,
most but not all crises follow an investment boom.28 For another, those that follow an invest-
ment boom tend to have a higher ex ante probability and, in that sense, to be more “predictable”
than other crises. In the stochastic steady state, up to one third of the crises have an ex ante
(one–quarter ahead) probability above 95%.

Figure 6: Capital Stock Distribution Across Crises
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Notes: Kernel density estimates of the ergodic distributions of the capital stock in the TR93 economy, uncondi-
tional (dashed line) and conditional on being in a crisis next quarter (solid lines). A crisis has a low (high) ex
ante probability if its one–quarter ahead probability in the quarter before it broke out was in the bottom (top)
decile of its unconditional distribution.

5.3 Crisis Anticipations and Externalities

The latter result prompts the question why financial crises break out even though agents pre-
dict them. The reason is that neither households nor retailers internalize the effects of their
individual choices on financial fragility and that, somewhat paradoxically, their anticipation of
a crisis induces them to precipitate (rather than avert) it.

When a crisis is looming, households seek to hedge against the future recession and smooth
their consumption by accumulating precautionary savings, which contributes to increasing capi-
tal even further. Boissay et al. (2016) refer to this phenomenon as a “savings glut” externality.29

28This result is consistent with Greenwood et al. (2022), who document that 21.1% of the financial crises do
not follow a boom, or, in their language, a “R–zone” (Table X, panel A, column “both”).

29Such an externality leads to excess savings and capital accumulation. In that respect, our model differs from
other models that emphasize the role of pecuniary externalities in the build–up of excess borrowing and leverage
(e.g. Lorenzoni (2008), Bianchi (2011)).

31



Figure 7: Crisis Anticipations, Saving/Capital Glut and Markup Externalities
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Notes: Crisis dynamics in a TR93 economy with a frictional versus frictionless credit market. Frictional case (solid
line): same average dynamics as in Figure 4. Frictionless case (dashed line): counterfactual average dynamics,
when the simulations start with the same capital stock in quarter −24 and the economy is fed with the same
aggregate shocks as the frictional credit market economy. To illustrate that the simulations start with the same
capital stock, the dynamics are reported in level.

Similar financial externalities stem from retailers. All else equal, the collapse of the credit
market during a crisis induces a fall in aggregate productivity (recall relations (27) and (33)),
and hence less disinflationary (or more inflationary) pressures compared to an economy with a
frictionless credit market. To smooth their price adjustment costs over time, retailers lower their
prices by less (or increase them by more) ahead of a crisis, thus raising their markup above the
level that would otherwise prevail absent financial frictions. As higher markups reduce firms’
return on capital, retailers’ response to financial fragility makes the credit market more fragile.

Figure 7 shows that these externalities are underpinned by agents’ anticipation of a crisis.
This figure compares the dynamics of capital and markups around a crisis with their dynamics
in a counter–factual economy without financial frictions that is fed with the very same shocks.
Our focus is on the run–up phase to the average financial crisis, i.e. on quarters −24 to −1. Since
the credit market works equally well in the two economies during that period, the difference
between the solid and the dashed lines reflects agents’ anticipations of a crisis and the response
thereto. Both the capital stock and markup are higher when households and retailers anticipate
a crisis, revealing the presence of the savings glut and markup externalities. These externalities
have implications for the calibration of monetary policy, which we study next.

6 The “Divine Coincidence” Revisited

In the absence of financial frictions, SIT simultaneously eliminates inefficient fluctuations in
prices and in the output gap and achieves the first best allocation —the so–called “divine
coincidence” (Blanchard and Galí (2007)), as shown in Table 2 (row (6), column “Frictionless”).
In the presence of financial frictions, in contrast, SIT does not deliver the first best allocation.
In our model, the welfare loss under SIT is strictly positive and amounts to 0.23% in terms of
consumption equivalent variation (Table 2, row (6), column “Welfare Loss”).
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Can (and should) central banks prevent financial crises by tolerating higher inflation volatil-
ity? To answer this question, we study the trade–off between price and financial stability and
compare welfare under SIT versus alternative policy rules. We consider three types of rule:
standard Taylor rules, Taylor–type rules augmented with the household’s return on equity, and
regime–contingent rules. Throughout this section, we focus on systematic monetary policy and
abstract from unexpected random deviations from the pre–announced policy rule (which we
will study in Section 7).

6.1 Price versus Financial Stability Trade–off

Comparing the effects of varied Taylor–type rules reveals a trade–off between price and finan-
cial stability. We find that the central bank can reduce the incidence and severity of crises
by deviating from price stability and reacting more to output in addition to inflation. More
precisely, Table 2 shows that, all else equal, raising ϕy from 0.125 to 0.375 in the Taylor–type
rule (1) reduces the percentage of the time spent in crisis from 10% to 3.7% (Table 2, rows (1)
versus (3), column “Time in Crisis”) as well as the output loss due to a crisis from 6% to 3.9%
(column “Output Loss”). However, these financial stability gains come at the cost of higher
inflation volatility (2.0pp compared to 0.9pp, column “Std(πt)”).

Price instability can also contribute to financial fragility through markups (M –channel; see
Section 4). All else equal, raising ϕπ from 1.5 to 2.5 in the Taylor–type rule (1) reduces both
the volatility of inflation from 0.9pp to 0.4pp (rows (1) versus (5), column “Std(πt)”) and the
time spent in crisis from 10% to 9.8% (column “Time in Crisis”). Improvements in financial
stability via the M –channel are however limited, with a hard lower bound of crisis incidence at
9.6% under SIT. Further reducing the time spent in crisis requires departing from SIT at the
cost of inflation volatility (rows (2) and (3)). Hence, the central bank faces a trade–off between
price and financial stability in our model.

Which leg of the trade–off dominates in terms of welfare is a quantitative question. Given
our parametrization, we find that, on balance, the welfare loss due to price instability more
than offsets the gain from enhanced financial stability under standard Taylor–type rules (rows
(2)–(5) versus (6), column “Welfare Loss”). Hence, even though it is associated with a strictly
positive (0.23%) welfare loss due to a relatively high incidence and severity of financial crises,
SIT improves welfare upon standard Taylor–type rules.

Next we ask whether following other —more “informed”— Taylor–type rules could improve
welfare. A candidate rule is one whereby the central bank responds positively to the household’s
return on equity rq

t (on top of inflation and output) and, more particularly, to a “yield gap”
defined as the difference between rq

t and its deterministic steady state value rq. Indeed, Figure
4 (panel (e)) suggests that a positive yield gap (rq

t > rq) is associated with a booming economy
while a negative yield gap tends to precede crises. Accordingly, we consider the following
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Table 2: Economic Performance and Welfare Under Alternative Policy Rules

Rule Model with Financial Frictions Frictionless
parameters Time in crisis Length Output Std(πt) Welfare Welfare

Rule ϕπ ϕy ϕr or stress (in %) (quarters) Loss (in %) (in pp) Loss (in %) Loss (in %)

Taylor–type Rules
(1) TR93 1.5 0.125 – [10.0] 4.7 -6.0 0.9 -0.58 -0.33
(2) TR 1.5 0.250 – 7.3 4.0 -5.0 1.5 -1.04 -0.83
(3) TR 1.5 0.375 – 3.7 2.7 -3.9 2.0 -1.87 -1.46
(4) TR 2.0 0.125 – 9.9 4.9 -6.6 0.5 -0.35 -0.10
(5) TR 2.5 0.125 – 9.8 5.0 -6.8 0.4 -0.29 -0.05

SIT
(6) SIT +∞ – – 9.6 5.1 -7.5 0.0 -0.23 0.00

Augmented Taylor–type Rules
(7) A–TR93 1.5 0.125 5.0 5.3 3.7 -5.0 0.9 -0.48 –
(8) A–TR 5.0 0.125 5.0 9.1 4.9 -6.8 0.2 -0.23 –
(9) A–TR 10.0 0.125 25.0 8.4 4.8 -6.5 0.2 -0.22 –

Backstop Rules
(10) B–TR93 1.5 0.125 – 16.2 – – 0.9 -0.33 –
(11) B–SIT +∞ – – 18.8 – – 0.5 -0.10 –

Notes: Statistics of the stochastic steady state. “Time in Crisis/Stress” is the percentage of the time that the
economy spends in a crisis in the case of the log–linear rule, or in stress in the case of the backstop rules. “Length”
is the average duration of a crisis/stress period (in quarters). “Output Loss” is the percentage fall in output from
one quarter before the crisis until the trough of the crisis (in %). “Std(πt)” is the standard deviation of inflation
in the stochastic steady state (in %). “Welfare Loss” is the loss of welfare relative to the first best economy,
expressed in terms of consumption equivalent variation (in percentage points), and corresponds to the percentage
of permanent consumption the household should be deprived of in the first best economy to reach the same level
of welfare as in our economy with nominal and financial frictions. In the case of the frictionless credit market
economy (column “Frictionless”), the SIT economy reaches the first best and there is no welfare loss in this case.
In the case of the frictional credit market and the TR93 rule (case with ϕπ = 1.5, ϕy = 0.125, and ϕr = 0), the
economy spends by construction 10% of the time in a crisis (square brackets; see Section 5.1).

augmented Taylor rule (“A–TR” rules in Table 2),

1 + it = 1
β

(1 + πt)ϕπ

(
Yt

Y

)ϕy
(

1 + rq
t

1 + rq

)ϕr

(37)

with ϕr > 0. There are good reasons why such a rule may improve welfare. On the one hand,
and all else equal, it requires setting the policy rate above that of the corresponding standard
Taylor rule during economic booms, when the yield gap is positive (rq

t > rq). In turn, a higher
policy rate helps to slow down capital accumulation and keep financial imbalances from building
up during such booms. On the other hand, the augmented Taylor rule also requires from the
central bank to set the policy rate below that of a standard rule when the economy approaches
a crisis and the yield gap turns negative (rq

t < rq). At that point, lowering the policy rate may
help to boost aggregate demand and steer the economy away from the financial fragility region.

Table 2 shows that responding to the yield gap fosters financial stability and increases welfare
compared to standard Taylor–type rules. For example, the economy spends only 5.3% of the
time in a crisis under the augmented TR93 rule (A–TR93) with ϕr = 5, against 10% under
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TR93 (row (7) versus (1), column “Time in Crisis”). Setting ϕr > 0 does not materially affect
inflation volatility compared to TR93, implying a positive net effect on welfare: the welfare
loss falls from 0.58% under TR93 to 0.48% under the A–TR93 rule (row (1) versus (7), column
“Welfare Loss”). In turn, responding more aggressively to inflation helps to lower the overall
welfare loss significantly down to 0.23%, i.e. to the same level as under SIT (row (6) versus (8)).
Trying several values for ϕπ, ϕy, and ϕr, we could reduce the welfare loss further down to 0.22%
(row (9)) but not much beyond that. This latter result suggests that, compared to SIT, the
cost of experiencing higher inflation volatility in normal times under augmented Taylor rules
broadly balances the benefit of experiencing fewer financial crises.

6.2 “Backstop” Rules

We now study regime–contingent monetary policy rules, whereby the central bank commits
itself to following TR93 or SIT in normal times and to doing whatever needed —and therefore
exceptionally deviating from these rules— to forestall a crisis whenever necessary. In those
instances, we assume that the central bank deviates “just enough” to avert the crisis, i.e. sets
its policy rate so that rk

t = r̄k (see Proposition 2).30 We call such a rule a “backstop rule”.

There are two good reasons for considering backstop rules. The first is conceptual. As a
financial crisis corresponds to a regime shift, a rule that is followed in —and designed for—
normal times is unlikely to be adequate during periods of financial stress. In effect, regime
switches call for a regime–contingent strategy. Our contention is that, by giving the central
bank more flexibility in its policy, such strategy can alleviate the trade–off between price and
financial stability discussed in the previous section. The second reason is practical: our backstop
rule speaks to the “backstop principle” that most central banks in advanced economies have de
facto been following since the GFC and that consists in deviating from conventional (“normal
times”) monetary policy when necessary to restore credit market functionality. Our analysis can
therefore be seen as an attempt to assess the benefits of post–GFC monetary policy strategies.

We show below that backstop rules can significantly improve welfare compared to both SIT
and Taylor–type rules. We start by reporting in Figure 8 the average systematic deviations from
TR93 and SIT that are needed in stress times to ward off crises (solid lines) and refer to these
backstop policies as B–TR93 (panel (a)) and B–SIT (panel (b)), respectively. The deviations
are reported in terms of the policy rate for B–TR93 and the annualized inflation rate for B–SIT.

Figure 8 shows that the central bank must loosen its policy compared to normal times,
i.e. cut the policy rate by almost 1 percentage point below TR93 or temporarily tolerate a 3
percentage point higher inflation rate under SIT.31 It also shows that the backstop policy must
be unwound gradually, reflecting the time it takes for the underlying financial vulnerabilities to

30In the case of a Taylor–type rule 1 + it = (1 + πt)1.5 (Yt/Y )0.125 ςt/β, for example, this consists in setting the
term ςt equal to 1 if rk

t ≥ r̄k and such that rk
t = r̄k whenever (and only then) rk

t would be otherwise lower than
r̄k. Likewise, under SIT, the central bank tolerates just enough deviations from inflation target so that rk

t = r̄k.
31Throughout, we assume that the central bank is not constrained by a zero lower bound on the nominal policy

rate. Conditional on being in stress times (when backstop policies are activated), the nominal policy rate is
negative 6.8% of the time under B–TR93.
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dissipate. The adequate normalization path is narrow: tightening monetary policy more slowly
would lead to unnecessary high inflation and costs due to nominal rigidities; tightening more
quickly would result in a financial crisis and a “hard landing”.

One important determinant of the speed of normalization is the type of financial vulnera-
bilities that are being addressed. When the stress is due to an exogenous adverse shock (“Low
probability stress”), the central bank can set its policy rate (roughly) in line with the TR93 rule
already after 10 quarters (panel (a), dotted line). When it is due to an excessive investment
boom (“High probability stress”), in contrast, the normalization takes much longer and is still
far from over after 24 quarters (dashed line). The reason is intuitive. As the central bank
intervenes to stem stress, it concomitantly slows down the adjustment that would be necessary
to eliminate the savings glut that causes stress in the first place. As a result, monetary policy
must remain accommodative for longer to prevent a crisis.32

Figure 8: Backstop Necessary to Stave off a Crisis and Normalization Path
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(a) Deviation from TR93 under B-TR93
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Notes: Average deviations from the normal times’ policy rule that the central bank must commit itself to in order
to forestall a financial crisis and normalization path (after quarter 0). Panel (a): deviation of monetary policy
rate from TR93, in percentage points. Such deviation of the policy rate is akin to what Akinci et al. (2020) call
“R⋆⋆”. Panel (b): deviation of the inflation target from zero, in percentage points, when the central bank follows
SIT. For the purpose of the exercise, financial stress is defined as a situation where there would have been a crisis
absent the monetary policy backstop. A stress episode has a low (high) ex ante probability if its one–quarter
ahead probability in the quarter that precede it is in the bottom (top) decile of its unconditional distribution..

Finally, we study the net welfare gain of following a backstop rule. The results are reported
at the bottom of Table 2. Two stand out.

First, backstopping the economy unambiguously improves welfare. In the case of TR93, the
welfare loss is reduced from 0.58% absent a backstop to 0.33% with backstop (row (1) versus
(10), column “Welfare Loss”). The welfare loss is essentially the same in that case as in the
economy with no financial frictions (row (1), column “Frictionless”). In the case of SIT, the
welfare loss falls by more than half, from 0.23% without backstop to 0.1% with backstop (row
(6) versus (11), column “Welfare Loss”).

32In models where crises are driven by an exogenous financial shock to borrowers’ collateral or net worth (e.g.
Andrés et al. (2013), Manea (2020)), the optimal policy also consists in cutting policy rates in a crisis.
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Second, the financial sector is more fragile when the central bank commits itself to backstop-
ping the economy. Under B–SIT, for instance, the central bank has to backstop the economy
and deviate from its normal times policy rule 18.8% of the time, whereas under SIT the econ-
omy would spend only 9.6% of the time in a crisis (row (11) versus (6), column “Time in
Crisis/Stress”). The reason is that, as they forestall financial crises, backstop policies also delay
the reduction in the capital stock that would be necessary to sustain high capital returns and
deter search–for–yield behavior. On average, the capital stock is therefore higher under B–SIT
than under SIT, thus increasing the fragility of the credit market.33

7 Deviations from the Taylor Rule and Financial Instability

To what extent may monetary policy itself unintendedly brew financial vulnerabilities? One way
to answer this question is to study the potentially detrimental effects of random deviations
from the policy rule —or “policy surprises”.34 For the purpose of pinpointing these effects, we
consider a TR93 economy that experiences monetary policy shocks and where these shocks are
the only source of aggregate uncertainty —i.e. we discard supply and demand shocks. More
specifically, we consider the monetary policy rule

1 + it = 1
β

(1 + πt)1.5
(
Yt

Y

)0.125
ςt

where the monetary policy shock ςt follows an AR(1) process ln(ςt) = ρς ln(ςt−1) + ϵςt , with
ρς = 0.5 and σς = 0.0025, as in Galí (2015). We are interested in the dynamics of monetary
policy shocks in the run–up to crises in this new environment.

Figure 9: Loose Monetary Policy for too Long May Lead to a Crisis
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Notes: Average random deviations from TR93 (panel (a)) and the capital stock dynamics (panel (b)) around a
crisis (quarter 0) in an economy with only monetary policy shocks. A crisis has a low (high) ex ante probability if
its one–quarter ahead probability in quarter −1 was in the bottom (top) decile of its unconditional distribution.

33In Section H of the online appendix, we show that backstops however slow down the accumulation of pre-
cautionary savings and capital before financial stress episodes, because households factor them in and anticipate
that the central bank will act to avoid that stress materializes into a crisis.

34This section revisits Taylor (2011)’s “Great Deviation” view of the GFC according to which unpredictably
loose monetary policy may have exposed the economy to financial stability risks.
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The results, reported in Figure 9 (panel (a)), show that the average crisis breaks out after
a long period of unexpected monetary easing as the central bank reverses course (solid line).
Keeping monetary policy loose–for–long stimulates capital accumulation (panel (b)), which in
turn undermines the resilience of the credit market to shocks via the K–channel. The crisis is
then triggered by three consecutive, unexpected, and abrupt monetary policy tightening shocks
toward the end of the boom. The comparison of the dynamics of crises with a high (dashed
line) versus low (dotted line) ex ante probability further shows that the looser–for–longer the
monetary stance, the smaller the tightening shocks “needed” to trigger a crisis.

These findings are consistent with recent empirical evidence that an unanticipated protracted
loose monetary policy followed by rapid monetary tightening is conducive to financial instability
(Schularick et al. (2021), Grimm et al. (2023), Jiménez et al. (2023)). More generally, our
analysis highlights that random deviations from the monetary policy rule can also be, on their
own, a source of financial instability (Figure 5, dashed arrows).

8 Concluding Remarks

We have proposed an extension of the textbook NK model that features capital accumulation,
heterogeneous firms, and a credit market that permits an efficient reallocation of capital across
firms. Absent frictions in the credit market, the equilibrium outcome boils down to that of the
standard model with a representative firm. With financial frictions, in contrast, a borrowing
limit may prevent capital from being fully reallocated to the most efficient firms. When the
return on capital falls (e.g. due to a protracted investment boom), borrowers have more in-
centives to invest in alternative (privately beneficial) projects, stoking lenders’ fears of default
and possibly causing a financial crisis. In such an environment, monetary policy affects the
probability of a crisis in the short–run —through its usual effects on aggregate demand— and
in the medium–run —through its effect on capital accumulation.

We use the model to conduct several monetary policy experiments. We show that a policy
that consists in rapidly tightening monetary policy after having kept it loose–for–long can
lead to financial crises. We also show that a central bank can increase welfare by providing
backstops, i.e. committing to doing whatever needed whenever necessary to forestall a crisis.
Once backstops are activated, the speed at which monetary policy can be normalized depends
on the source of financial vulnerabilities, e.g. a boom or a large adverse shock.

Our model is a first step toward more complex models that would feature a richer set of
financial frictions, amplification mechanisms, and policies. In this paper, we purposely left out
two potential ingredients that, while relevant, would not have brought much additional insights
into the role of monetary policy in the genesis of financial crises. Since we were interested in the
effects of monetary policy, we abstracted from other policies, such as macro–prudential or fiscal
policies. Our intention was not to argue that these policies are not effective or should not be
used as a first line of defense against the build–up of financial vulnerabilities. Rather, it was to
understand better how monetary policy can by itself create or mitigate financial stability risks.
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It would be interesting to introduce macro–prudential policies that help rein in the accumulation
of capital during booms and to study the policy mix in that case. In the same vein, since our
goal was to study endogenous financial crises and how financial vulnerabilities build up, we
deliberately left out amplification mechanisms such as deleveraging and liquidity spirals due
to collateral constraints. Such mechanisms would nonetheless be useful to further explain how
even small financial shocks may end up having systemic effects. Finally, another extension of
our model could consist in studying the effects of a zero lower bound on the nominal policy
rate (ZLB) in a low rate environment. The implications of such a constraint are not clear–cut:
while a ZLB may constrain the use of backstop policies, it could also reduce the need for such
interventions by capping rate cuts during disinflationary booms —thereby fostering financial
stability in the medium–run. These and other extensions are left for future research.
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B Summary of the Model

Our model can be summarized by the 13 equations in Table B.1, which can in turn be broken
down into two distinct blocks: the non–financial block (equations [1.]–[12.]) and the financial
block (equation [13.]).

Table B.1: Equations of the Model

Non–Financial Block/Sector

[1.] Zt = IEt

{
Λt,t+1(1 + rt+1)

}
[2.] 1 = IEt

{
Λt,t+1(1 + rq

t+1)
}

[3.] Wt
Pt

= χNφ
t Cσ

t

[4.] Yt = ÂtK
α
t N1−α

t with Ât ≡ Atω
α
t

[5.] Wt
Pt

= ϵ
ϵ−1

(1−α)Yt

MtNt

[6.] rq
t + δ = ϵ

ϵ−1
αYt

MtKt

[7.] (1 + πt)πt = IEt

(
Λt,t+1

Yt+1
Yt

(1 + πt+1)πt+1
)

− ϵ−1
ϱ

(
Mt− ϵ

ϵ−1
Mt

)
[8.] 1 + it = 1

β
(1 + πt)ϕπ

(
Yt
Y

)ϕy

[9.] Yt = Ct + It + ϱ
2 Ytπ

2
t

[10.] Λt,t+1 ≡ β
C−σ

t+1
C−σ

t

[11.] 1 + rt = 1+it−1
1+πt

[12.] Kt+1 = It + (1 − δ)Kt

Financial Block/Sector (Credit Market Equilibrium)

[13.] ωt =


1 if rq

t ≥ (1−θ)(1−δ)µ
1−µ

− δ

(Normal times)

1 − µ Otherwise
(Crisis)

The financial block (equation [13.]) determines the equilibrium of the credit market and,
thereby, the fraction ωt of the economy’s capital stock that is used productively, given the
economy’s return on equity rq

t . Absent financial frictions, ωt = 1 regardless of rq
t .

The non–financial block (equations [1.]–[12.]) corresponds to the standard NK model with
capital accumulation, except that aggregate productivity Ât ≡ Atω

α
t consists of two components

(equation [4.]): the usual exogenous one At; and an additional component ωα
t . The latter

component is endogenous and captures the effect of capital reallocation (and the credit market)
on aggregate productivity.

Altogether, the two blocks give rise to a feedback loop between the financial and the non–
financial sectors which eventually pins down the values of ωt and rq

t in the general equilibrium:
given ωt, equations [1.]–[12.] determine rq

t ; and given rq
t , equation [13.] determines ωt.
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Online Appendix – Not For Publication
A Stylized Facts of Financial Crises: Full JST Sample

Figure A.1 shows the dynamics of the same variables as in Figure 1 over the full sample of crisis
in Jordà et al. (2017), i.e. over the period 1987–2020.

Figure A.1: Median Dynamics Around Financial Crises: 1870–2020
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Notes: Same as Figure 1, for the full sample period (1870–2020).
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B Financial Crises: Polar Types and Multiple Causes

Figure B.1 provides a stylized representation of the optimal capital accumulation decision rule,
which expresses Kt+1 as a function of state variables Kt and At. During a crisis, the household
dis–invests to consume, which induces a fall in the capital stock, as captured by the discontinuous
breaks in the decision rules.

Figure B.1: Optimal Decision Rules Kt+1(Kt, At) and Two Polar Types of Crisis

Kt

45◦

Ahigh
t

Aaverage
t

Alow
t

Crisis due to an unusually
large adverse shock (in the
short–run, Y– and M – chan-
nels)

Kaverage
t Khigh

t

N

C1

C2

Crisis due to abundant capital fol-
lowing an unusually long sequence
of favorable shocks (in the medium–
run, K–channel)

Kt+1

Notes: Stylized representation of the optimal decision rule for the capital stock.

There are two polar types of crisis. The first is triggered by a large adverse shock. For an
average level of capital stock Kaverage

t , a crisis breaks out when, following the shock, the return
on capital rk

t of productive firms falls below r̄k (see Proposition 2). In Figure B.1, this is the
case in equilibrium C1, where aggregate productivity At falls from Aaverage

t to Alow
t . Figure 6

in the main text indicates that such crises tend to have a relatively low ex ante (one–quarter
ahead) probability and, in that sense, to be “unpredictable”.

The other polar type of crisis breaks out on the back of an investment boom. Following a long
period of high productivity Ahigh

t , the household accumulates savings that feed an investment
boom. All else equal, the increase in the capital stock reduces the return on capital rk

t of
productive firms until it falls below r̄k. The crisis breaks out as Kt exceeds Khigh

t , without
the economy experiencing an adverse shock, as in equilibrium C2. Figure 6 in the main text
indicates that such a crisis tends to have a relatively high ex ante probability and, in that sense,
to be “predictable”.

In the stochastic steady state of our model, crises can be seen as different blends of the
two polar types. To illustrate this heterogeneity, we report in Figure B.2 the distribution the
one–quarter ahead (ex-ante) probability of a crisis (panel (a)) in the quarter before a crisis
(quarter −1). The distribution is bi–modal. Almost 40% of the crises in the stochastic steady
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state have an ex ante probability of less than 5% (extreme left bar), while more than 30% have
an ex ante probability above 95% (extreme right bar). Panel (b) shows that the capital stock
is on average higher than its unconditional average in the quarters that precede crises.

Figure B.2: Crises with High versus Low ex ante Probability
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Notes: Panel (a): Ergodic distribution of the one–quarter ahead probability of a crisis in the quarter that precedes
crises in the TR93 economy. The ex ante, one–quarter ahead probability of a crisis is defined as Et−1

(
1{rk

t < r̄k}
)
,

where 1 {·} is equal to one when the inequality holds (i.e. there is a crisis) and to zero otherwise (see condition
(29)). Panel (b): Ergodic cumulative distribution of the capital stock in the TR93 economy, unconditional (solid
line) and conditional on being in a crisis next quarter (dashed line).

Figure B.3: Crisis Dynamics: High versus Low ex ante Probability
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Notes: Simulations for the TR93 economy. Average dynamics of the economy around the beginning of all crises
(black line, as in Figure 4) and around the beginning of crises with a low versus high ex ante crisis probability.
A crisis has a low (high) ex ante probability if its one–quarter ahead probability in the quarter that precede it
is in the bottom (top) decile of its unconditional distribution. For the evolution of asset prices, see Figure B.4.
Without loss of generality, for each variable, we report the dynamics in level or in percentage deviation from
average —whichever is more appropriate.

Figures B.3 and B.4 also show how the average dynamics around crises with a high versus
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low ex ante probability are very different. In line with Figure B.1, we find that low ex ante
probability crises occur when aggregate productivity and demand shocks are negative (panels (a)
and (b), dotted line), as in the case of crisis C1 in Figure B.1, whereas high ex ante probability
crises occur despite the exogenous component of TFP (At) being above average, and follow an
investment boom (panel (c), dashed line), as in the case of crisis C2.

Figure B.4: Asset Price Dynamics around High versus Low Probability Crises
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Notes: Same experiment as in Figure B.3. In percentage deviation from average.
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C Fully Endogenous Crises

As Figure 4 (panel (a)) suggests, financial crises in our model break out in the wake of standard
adverse macro shocks, such as a TFP or a demand shock. These shocks are neither financial
nor very large. The reason why exogenous shocks need not to be very large to trigger a crisis is
that our model embeds powerful internal (endogenous) dynamics, as in Boissay et al. (2016).

One way to illustrate these powerful internal dynamics and the endogenous aspect of financial
crises is to consider our model without shocks. Figure C.1 shows the dynamics of the capital
stock and crises in the absence of shocks when we set parameter θ = 0.506 instead of θ = 0.527.
In that case, our model features deterministic cycles and recurrent financial crises. Figure C.2
is a stylized illustration of the corresponding optimal decision rule for the capital stock.

Figure C.1: Deterministic Cycles in the Absence of Shocks

(a) Under TR93
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Notes: Panel (a): deterministic dynamics of the capital stock (panel (a)) in a version of the baseline
model with θ = 0.506 and without any shock. Panel (b): dummy variable that indicates when a crisis
breaks out along these dynamics.

Our model’s strong internal dynamics imply that exogenous shocks need not to be large
or even necessary for crises to occur in our model. That said, standard TFP shocks are still
important to help our model match the facts. In particular, they are important to account for
the dynamics of productivity in the run–up to financial crises, as discussed in Section 2 and in
the works of (among others) Fernald (2015) and Gorton and Ordoñez (2020).
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Figure C.2: Optimal Decision Rules Kt+1(Kt)
in the Absence of Shocks
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Notes: Stylized illustration of the optimal decision rule in the absence of shocks.
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D Crisis Dynamics: Supply or Demand Shocks Only

Figure D.1: Simulated Dynamics Around Crises: Supply Shocks only
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Notes: Same as Figure 4 in an economy subject to supply shocks only. The model is re–parameterized so that
the economy spends 10% of the time in crisis.

Figure D.2: Simulated Dynamics Around Crises: Demand Shocks only
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Notes: Same as Figure 4 in an economy subject to demand shocks only. The model is re–parameterized so that
the economy spends 10% of the time in crisis.
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E Taylor Rule with Expected Inflation

This section presents the statistics and dynamics of financial crises in a model where the central
bank targets expected inflation instead of current inflation, according to the following Taylor–
type rule:

1 + it = 1
β

(1 + Et[πt+1])ϕπ

(
Yt

Y

)ϕy

Table E.1 and Figures E.1 and E.2 show that our results are essentially the same as in our
baseline model. These results suggest that our analysis is robust to considering the above
alternative monetary policy rule.

Table E.1: Economic Performance and Welfare Under TR93

Rule Model with Financial Frictions Frictionless
parameters Time in Length Output Std(πt) Welfare Welfare

ϕπ ϕy ϕr Crisis (in %) (quarters) Loss (in %) (in pp) Loss (in %) Loss (in %)

Current Inf. 1.5 0.125 – [10] 4.7 -6.0 0.9 -0.58 -0.33
Expected Inf. 1.5 0.125 – [10] 5.0 -5.8 1.1 -0.68 -0.40
Notes: Same statistics as in Table 2 . For the purpose of comparison, parameter θ of the model with expected
inflation targeting was set so that the economy also spends 10% of the time in a crisis in that case (θ = 0.533).

Figure E.1: Average Crisis Dynamics Under Expected Inflation Targeting
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Notes: Same as Figure 4 when the Taylor rule features expected inflation. The model is re–parameterized so that
the economy spends 10% of the time in crisis.
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Figure E.2: Monetary Policy Shocks: Current vs Expected Inflation Targeting
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F Augmented Taylor Rule in a Disinflationary Boom

Figure F.1 below shows the evolution of the monetary policy rate under TR93 and A-TR93
rules during a disinflationary boom. To fix ideas, the disinflationary boom considered is the
same as the one that precedes the average financial crisis in our baseline model, i.e. under
TR93 (see Figure 4). The comparison of the two policy rate paths shows that, as expected, the
central bank is more restrictive toward the end of the boom (i.e. between quarters −16 and 0)
under A–TR93 than under TR93.

Figure F.1: Policy Rate under a Standard versus Augmented Taylor Rule
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Notes: The model is solved under the assumption that the central bank follows either TR93 or A–TR93 (with
parameters (ϕπ, ϕy, ϕr) = (1.5, 0.125, 5)). In the latter case, the counterfactual dynamics are derived by feeding
the model with the same sequence of aggregate shocks as those that lead to a crisis under TR93 (Figure 4, panel
(a)), starting with the same capital stock in quarter −24.
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G Discussion on the Effects of Augmented Taylor Rules

Counterfactual analysis helps gain intuition about the effects of A–TR discussed in Section 6.1.
In Figure G.1 below, we compare the average dynamics of the economy under TR93 (black
line) with counterfactual dynamics in economies under SIT (gray line), a Taylor–type rule with
ϕπ = 1.5 and ϕy = 0.25 (dashed black line), an augmented Taylor–type rule with ϕπ = 1.5,
ϕy = 0.25 and ϕr = 5 (dashed gray line), and another one with ϕπ = 10, ϕy = 0.125 and
ϕr = 25 as in row (9) of Table 2 (dash–dotted gray line). For the purpose of the comparison,
these economies are fed with the very same sequences of shocks as those that lead to a crisis
under TR93, starting with the same capital stock in quarter −24.

Figure G.1: Counterfactual Booms and Busts
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TR93 (as in Figure 4) SIT TR (ϕπ, ϕy, ϕr) = (1.5, 0.25, 0)

A–TR (ϕπ, ϕy, ϕr) = (1.5, 0.25, 5) A–TR (ϕπ, ϕy, ϕr) = (10, 0.125, 25)

Notes: For TR93: same average dynamics as in Figure 4. For the other rules: counterfactual average dynamics,
when the simulations start with the same capital stock in quarter −24 and the economy is fed with the same
aggregate shocks as those that lead to a crisis under TR93 (Figure 4, panel (a)). In panel (d), the upper horizontal
dashed line corresponds to the deterministic steady state value rq of the rate of return on equity and the lower
one to the crisis threshold r̄k as defined in relation (29). To illustrate that the simulations start with the same
capital stock, the dynamics are reported in level.

Consider first the dynamics of the economy from quarter −24 to quarter −1 –—the boom
phase. This part of the dynamics is key to understanding how different policy responses shape
the savings glut and markup externalities during the boom. Panel (d) shows that responding
more aggressively to output and/or the yield gap (i.e. higher values of ϕy and/or ϕr; dashed
red and solid blue lines) has only a modest effect on average equity returns compared to SIT or
TR93. The reason is that, compared to SIT and TR93, these two policies have a bigger effect
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on the markup but a smaller effect on capital accumulation (panels (b) and (c)). All in all, the
M – and K–channels “offset” each other:

– Effect through the K–channel: a stronger policy response to output and/or the yield gap
signals the central bank’s commitment to supporting demand in a crisis and to cooling it
during booms. More monetary easing in downturns reduces the need for precautionary
savings, while more tightening in booms lowers investors’ expected returns. Compared
to TR93 or SIT, both effects work to slow capital accumulation and boost credit market
resilience through the K–channel (panel (c)).

– Effect through the M –channel: responding more aggressively to output and/or to the
yield gap works to dampen inflationary pressures during booms, implying higher markups
and less resilience through (panel (b)).

The main difference between the policy rules comes from the response of the economy at the
time of the crisis, in quarter 0. While output and equity returns fall under all the rules, they fall
by less when ϕy or ϕr are higher (dashed red and solid blue lines). The reason is clear: following
the adverse aggregate shocks (Figure 4, panels (a) and (b)), such rules imply a bigger fall in
the policy rate, which boosts aggregate demand, lifts the household’s return on equity (Figure
G.1, panel (d)), and helps avoid a crisis. Responding more aggressively to output and/or to the
yield gap thus helps to foster financial stability by cushioning the impact of the shocks through
the Y–channel.
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H Capital Accumulation Under Backstop

Figure H.1 shows that capital accumulation is slower under B–TR93 than under TR93 in the
run–up to financial stress episodes or financial crises. The difference reflects the household’s
lesser need for accumulating precautionary savings when the central banks commits to backstop
the economy which, in effect, amounts to providing households with an insurance against the
fall in their revenues should financial stress emerge.

Figure H.1: Capital Accumulation under B–TR93 versus TR93
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TR93 (as in Fig. 4) TR93, frictionless (as in Fig. 7) B–TR93

Notes: Comparison of three economies: under TR93 with a frictional credit market (baseline, as in Figure 4);
under TR93 with a frictionless credit market (as in Figure 7); and under B–TR93. For the latter two economies:
counterfactual average dynamics of the capital stock, when the simulations start with the same capital stock in
quarter −24 and the economy is fed with the same aggregate shocks as in the baseline. To illustrate that the
simulations start with the same capital stock, the dynamics are reported in level.
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I Global Solution Method

We first discretize the distribution of the aggregate shocks using Rouwenhorst (1995)’s approach.
The latter involves a Markov chain representation of the shock, st, with st ∈ {a1, . . . , ana} ×
{z1, . . . , znz } and transition matrix T = (ϖij)nanz

i,j=1 where ϖij = P(st+1 = sj |st = si). We use
na = 5 and nz = 5. We look for an approximate representation of the marginal utility of
consumption, the marginal cost (mc ≡ 1/M ) and the nominal interest rate (̂ı) as a function
of the endogenous state variables in each regime, e.g. normal times and crisis times. More
specifically, we use the approximationI.1

Gx(Kt; s) =
{∑px

j=0 ψ
x
j (n, s)Tj(ν(K)) if K ⩽ K⋆(s)∑px

j=0 ψ
x
j (c, s)Tj(ν(K)) if K > K⋆(s)

for x = {u′(c),mc, ı̂}

where Tj(·) is the Chebychev polynomial of order j and ν(·) maps [K;K⋆(s)] in the normal
regime (respectively [K⋆(s);K] in the crisis regime) onto interval [-1;1].I.2 ψx

j (r, s) denotes the
coefficient of the Chebychev polynomial of order j for the approximation of variable x when
the economy is in regime r and the shocks are s = (a, z). px denotes the order of Chebychev
polynomial we use for approximating variable x.

K⋆(s) denotes the threshold in physical capital beyond which the economy falls in a crisis,
defined as

rk
t + δ = ϵ

ϵ− 1
αYt

MtKt
= (1 − θ)(1 − δ)µ

1 − µ
(I.1)

This value is unknown at the beginning of the algorithmic iterations, insofar as it depends on
the agents’ decisions. We therefore also need to formulate a guess for this threshold.

I.1 Algorithm

The algorithm proceeds as follows.

1. Choose a domain [Km,Ks] of approximation for Kt and stopping criteria ε > 0 and εk > 0.
The domain is chosen such that Km and Ks are located 25% away from the deterministic
steady state of the model (located in the normal regime). We chose ε = εk = 1e−4.

2. Choose an order of approximation px (we pick px = 9) for x = {c,mc, ı̂}), compute the
nk roots of the Chebychev polynomial of order nk > p as

ζℓ = cos
((2ℓ− 1)π

2nk

)
for ℓ = 1, . . . , nk

and formulate an initial guessI.3 for ψx
j (n, s) for x = {c,mc, ı̂} and i = 1, . . . , na × nz.

Formulate a guess for the threshold K⋆(s).
I.1Throughout this section, we denote π̂ = 1 + π and ı̂ = 1 + i.
I.2More precisely, ν(K) takes the form ν(K) = 2 K−K

K⋆(s)−K
− 1 in the normal regime and ν(K) = 2 K−K⋆(a,z)

K−K⋆(s)
− 1

in the crisis regime.
I.3The initial guess is obtained from a first order approximation of the model around the deterministic steady

state.
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3. Compute Kℓ, ℓ = 1, . . . , 2nk as

Kℓ =
{

(ζℓ + 1)K⋆(s)−Km

2 +Km for K ⩽ K⋆(s)
(ζℓ + 1)Ks−K⋆(s)

2 +K⋆(s) for K > K⋆(s)

for ℓ = 1, . . . , 2nk.

4. Using a candidate solution Ψ = {ψx
j (r, si);x = {c, π̂, ı̂}, r = {n, c}, i = 0 . . . px}, com-

pute approximate solutions Gc(K; si), Gπ̂(K; si) and Gı̂(K; si) for each level of Kℓ,
ℓ = 1, . . . , 2nk and each possible realization of the shock vector si, i = 1, . . . , na × nz

and the over quantities of the model using the definition of the general equilibrium of the
economy (see below). In particular, compute the next period capital K ′

ℓ,i = GK(Kℓ; zi)
for each ℓ = 1, . . . , 2nk and i = 1 . . . na × nz.

5. Using the next period capital and the candidate approximation, solve the general equi-
librium to obtain next period quantities and prices entering households’ and retailers’
expectations, and compute expectations

Ñc,t = β
nz∑

s=1
ϖi,s

[
u′(Gc(K ′

ℓ,i, z
′
s))(1 + rk′(K ′

ℓ,i, z
′
s))
]

(I.2)

Ñı̂,t = β
nz∑

s=1
ϖi,s

[u′(Gc(K ′
ℓ,i, z

′
s))

Gπ̂(K ′
ℓ,i, z

′
s)

]
(I.3)

Ñπ̂,t = β
nz∑

s=1
ϖi,s

[
u′(Gc(K ′

ℓ,i, z
′
s))GY (K ′

ℓ,i, z
′
s)Gπ̂(K ′

ℓ,i, z
′
s)(Gπ̂(K ′

ℓ,i, z
′
s) − 1)

]
(I.4)

6. Use expectations to compute new candidate u′(c), mc and ı̂

u′(c̃t) = Ñc,t (I.5)

ı̃t = z
u′(Gc(Kℓ, zi))

Ñı̂,t

(I.6)

m̃ct = ϵ− 1
ϵ

+ ϱ

ϵ

(
Gπ̂(Kℓ, zi)(Gπ̂(Kℓ, zi) − 1) − Ñπ̂,t

u′(Gc(Kℓ, zi))Gy(Kℓ, zi)

)
(I.7)

7. Project u′(c̃t), ı̃t, m̃ct on the Chebychev polynomial Tj(·) to obtain a new candidate vector
of approximation coefficients, Ψ̃. If ∥Ψ̃ − Ψ∥ < εξ then a solution was found and go to
step 8, otherwise update the candidate solution as

ξΨ̃ + (1 − ξ)Ψ

where ξ ∈ (0, 1] can be interpreted as a learning rate, and go back to step 3.

8. Upon convergence of Ψ, compute K̃⋆(s) that solves (I.1). If ∥K̃⋆(s) −K⋆(s)∥ < εkξk then
a solution was found, otherwise update the threshold as

ξkK̃
⋆(s) + (1 − ξk)K⋆(s)

where ξk ∈ (0, 1] can be interpreted as a learning rate on the threshold, and go back to
step 3.
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I.2 Computing the General Equilibrium

This section explains how the general equilibrium is solved. Given a candidate solution Ψ , we
present the solution for a given level of capital stock K, a particular realization of the shocks
(a, z). For convenience and to save on notation, we drop the time index.

For a given guess on the threshold, K⋆(a, z), test the position of K. If K ⩽ K⋆(a, z), the
economy is in normal times. Using the approximation guess, we obtain

u′(c̃) = Gn
c (K, s), π̂ = Gn

ı (K, s), mc = Gn
mc(K, s)

and ω = 1. If K > K⋆(a, z), the economy is in crisis times. Using the approximation guess, we
immediately get

u′(C) = Gc
c(K, s), π̂ = Gc

ı (K, s), mc = Gc
mc(K, s) = 1

M

and ω = 1 − µ. We immediately get C = u
′−1(u(C)).

From the production function and the definition of the marginal cost, we get

N =
(

ϵ

ϵ− 1
1 − α

χM
a(ωK)αC−σ

) 1
α+φ

Using the Taylor rule, we obtain gross inflation as

π̂ = π⋆
(

βı̂

(Y/Y ⋆)ϕy

) 1
ϕπ

The output then directly obtains from the production function as

Y = a(ωK)αN1−α

The rate of return on capital follows as

rk = ϵ

ϵ− 1
αY

MK
− δ

The investment level is obtained directly from the resource constraint as

X = Y − C − ϱ

2
(π̂ − 1)2Y,

which implies a value for the next capital stock of

K ′ = X + (1 − δ)K

I.3 Accuracy

In order to assess the accuracy of the approach, we compute the relative errors an agent would
makes if they used the approximate solution. In particular, we compute the quantities

Rc(K, z) =
Ct −

(
βEt

[
C−σ

t+1(1 + rq
t+1)

])− 1
σ

Ct

Rı̂(K, z) =
Ct −

(
β ı̂t

zt
Et

[
C−σ

t+1
π̂t+1

])−1/σ

Ct

Rπ̂(K, z) = π̂t(π̂t − 1) − βEt

[(
Ct+1
Ct

)−σ Yt+1
Yt

π̂t+1(π̂t+1 − 1)
)

+ ϵ− 1
ϱ

(
1 − ϵ

ϵ− 1
· 1
Mt

)
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where Rc(K, z) and Rı̂(K, z) denote the relative errors in terms of consumption an agent would
make by using the approximate expectation rather than the “true” rational expectation in the
household’s Euler equation. Rπ̂(K, z) corresponds to the error on inflation. All these errors are
evaluated for values for the capital stock that lie outside of the grid that was used to compute
the solution. We used 1,000 values uniformly distributed between Km and Ks. Table I.1 reports
the average of absolute errors, Ex = log10( 1

nk×na×nz

∑
|Rx(K, s)|), for x ∈ {c, ı̂, π̂}.

Concretely, Ec = −5.21 in the case (ϕπ, ϕy, ϕr) = (1.5, 0.125, 0) means that the average
error an agent makes in terms of consumption by using the approximated decision rule —rather
than the true one— under TR93 amounts to $1 per $162,200 spent. The largest approximation
errors in the decision rules are made at the threshold values for the capital stock where the
economy shifts from normal to crisis times (in the order of $1 per $2500 of consumption).

Table I.1: Accuracy Measures

ϕπ ϕy ϕr Ec Ei Eπ

Taylor–type Rules
1.5 0.125 – -5.21 -5.00 -4.82
1.5 0.250 – -5.16 -4.78 -4.72
1.5 0.375 – -5.06 -4.61 -4.57
2.0 0.125 – -5.21 -4.95 -4.78
2.5 0.125 – -5.07 -5.19 -4.78

SIT
+∞ – – -5.26 – –

Augmented Taylor–type Rules
1.5 0.125 5.0 -5.42 -5.25 -5.08
5.0 0.125 5.0 -5.35 -5.63 -5.09
10.0 0.125 25.0 -5.34 -5.65 -5.10

Backstop Rules
1.5 0.125 – -6.07 -5.48 -5.53
+∞ – – -5.75 – -4.56

Notes: Ex = log10( 1
nk×na×nz

∑
|Rx(K, s)|) is the average of the absolute difference, in terms of the level of

consumption, that is obtained if agents use the approximated expectation of variable x instead of its “true”
rational expectation, for x ∈ {c, ı̂, π̂}.
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J Credit Market Equilibrium Robustness: Pooling and Defaults

In our baseline model, a financial crisis takes the form of a sudden and abrupt regime switch.
During a crisis, the economy switches from a regime where the credit market functions perfectly
(equilibrium N ) to a regime where it completely shuts down as unproductive firms hoard their
capital goods for fear that some borrowers default (equilibrium C ).

Such an abrupt switch begs the question of the existence of an intermediate regime where
the economy would transition smoothly from N to C . This will be the case if unproductive
firms (accept to) lend capital goods even when there is a risk that they face defaults. In such
an intermediate regime (if it exists), the credit market will function imperfectly but will not
completely shut down.

This section presents a general version of our model in which lenders may tolerate defaults
and charge a risk premium as compensation for the prospective losses. In that case, pooling
equilibria where both productive and unproductive firms borrow may emerge. Whether lenders
tolerate defaults depends on the costs they incur as they “go after” delinquent borrowers in
order to collect payments —henceforth, the “debt collection/default costs”.

Recall that in our baseline model a borrower may abscond with its own capital stock Kt as
well as with a fraction 1 − θ of the borrowed capital Kp

t −Kt, so that the payoff from defaulting
is (1 − δ)Kt + (1 − θ)(1 − δ)(Kp

t −Kt) in real terms. The rest of the non–depreciated borrowed
capital goods, θ(1 − δ)(Kp

t − Kt), are partly recouped by the lenders and partly spent by the
latter in debt collection proceedings.

Default Costs. We now model the costs of debt collection proceedings explicitly. We assume
that, to collect payments, lenders must pursue delinquent borrowers and incur a cost that
amounts to a fraction

κ ≥ 0

of the debt recovery value. A lender that lends one unit of capital to a delinquent borrower
thus ultimately recoups (1 − κ)θ(1 − δ) net of the cost κ. The parameter κ captures legal fees,
attorney fees, the compensation of Chapter 7 appointed trustees, etc. In addition, we make the
following assumption.

Assumption J.1. (Default Costs are Rebated) Lenders pay the debt collection costs to a
public agent (e.g. a court) that fully rebates them to the household in the form of a subsidy on
firm equity investments.

Assumption J.1 makes sure that the defaults that arise in pooling equilibria do not affect the
economy through any channel other than the credit market. Since default costs are rebated, they
only induce transfers among agents and do not alter the market clearing condition on the final
goods market (i.e. equation [9.] in Table B.1 is unchanged). Moreover, default costs are rebated
in the form of a subsidy proportional to equity investments (as opposed to lump–sum) which
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perfectly offsets the negative effects of the default costs on the household’s return on equity (i.e.
equation [2.] in Table B.1 is unchanged). Thus, under Assumption J.1, the presence of default
costs does not change the equations of the non–financial block of the model (equations [1]–[12.]
in Table B.1) and only affects the financial block (equation [13.]).

Preview of the Results. We show that lenders do not tolerate defaults if default costs
are high enough, i.e. if κ ≥ (1−θ)µ

θ(1−µ) . We also show that this condition is always satisfied for
reasonable values for the financial parameters θ, µ, and κ. As mentioned in Footnote 17 on
page 15 in the main text, in the baseline version of the model we implicitly assume that the
above condition on the financial parameters is satisfied, implying that lenders do not tolerate
defaults and always impose the incentive–compatible borrowing limit (IC). In our baseline
model, default costs thus only play a role off–equilibrium.

Roadmap. We study the possibility of defaults and pooling equilibria in four stages. In
Section J.1 we characterize a pooling equilibrium in the credit market. In Section J.2, we
parametrize and solve the general version of the model and show that pooling equilibria (and
borrower defaults) do not emerge if one assumes plausible parameter values. In particular,
numerical experiments suggest that such equilibria only emerge when one assumes very small
default costs, i.e. κ < 3%, given our parametrization targets for the time spent in crisis
(10%) and the productivity loss during major crises (1.8%) —recall Section 5.1. In Section
J.3, we study the conditions of existence of pooling equilibria analytically. We show that a
necessary condition for such equilibria to exist and emerge is that κ < (1−θ)µ

θ(1−µ) . In Section J.4,
we show that this necessary condition is never satisfied for plausible values of µ, θ, and κ. This
notwithstanding, and for the sake of completeness, a last section studies the dynamics of crises
in the version of the model with κ = 0.

J.1 Characteristics of a Pooling Equilibrium

A pooling equilibrium P is characterized by a loan size Kp
t −Kt, a probability νt that a given

borrower repays its loan, and a credit market rate rc
t . We consider these three characteristics

in turn. To pinpoint the most important equations throughout the analysis, we put them in
boxes .

J.1.1 Amount Borrowed in Equilibrium

Let λt denote the fraction of unproductive firms that lend in the pooling equilibrium, with

0 < λt < 1 (J.1)

The value of λt will be determined endogenously in the general equilibrium.J.1 Since there is a
mass µ of unproductive firms and a fraction λt of them lend their capital stock Kt, the aggregate

J.1The limit cases with λt = 1 and λt = 0 correspond to equilibria N (all unproductive firms lend) and C
(none of the unproductive firms lends), respectively, and are therefore excluded from the set of possible pooling
equilibria P.
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loan supply is equal to λtµKt.J.2 Given that the residual mass (1 − λt)µ of unproductive firms
and a mass 1 − µ of productive firms borrow, the pool of borrowers consists of a total mass
1−µ+(1−λt)µ of borrowers. And since lenders do not observe borrowers’ types, each borrower
borrows the same amount Kp

t −Kt > 0. The credit market clearing condition therefore reads:

λtµKt︸ ︷︷ ︸
loan supply

= (1 − µ+ (1 − λt)µ)(Kp
t −Kt)︸ ︷︷ ︸

loan demand

⇔ Kp
t −Kt︸ ︷︷ ︸

loan size

= λtµ

1 − λtµ
Kt (J.2)

which shows that the size of a loan —and therefore every borrower’s leverage— increases with
both the aggregate capital stock Kt and the fraction λt of unproductive firms that lend. Relation
(J.2) can be rearranged to express the fraction ωt of the capital stock that is used productively
as a monotonically increasing function of λt:

ωt ≡
(26)

(1 − µ)Kp
t

Kt
= 1 − µ

1 − λtµ
(J.3)

The higher the mass of lenders λtµ, the larger the fraction of the capital stock that is used
productively.

J.1.2 Repayment Probability

Only unproductive borrowers default on their loans. Since a mass (1 − λt)µ of borrowers are
unproductive and default, and a mass 1−µ are productive and repay their loans, the probability
that a borrower repays its loan is equal to:

νt = 1 − µ

1 − µ+ (1 − λt)µ
= 1 − µ

1 − λtµ
=

(J.3)
ωt (J.4)

which shows that the repayment probability νt coincides with the fraction ωt of the capital stock
that is used productively in the economy. Given (J.1) and (J.4), ωt must satisfy

1 − µ < ωt < 1 (J.5)

J.1.3 Credit Market Rate

In equilibrium, the credit market rate must satisfy the no–arbitrage conditions of both unpro-
ductive and productive firms. Consider the two types of firms in turn.

Unproductive firms have the choice between lending their capital goods Kt or borrowing
Kp

t −Kt and defaulting.J.3 If the return from lending is strictly above that from borrowing and
defaulting, then none of the unproductive firms borrows and λt = 1; hence there is no pooling.

J.2Note that none of the productive firms lends in a pooling equilibrium. Indeed, in a pooling equilibrium, some
unproductive firms borrow and default. Given this, a productive firm would lend only if its return on capital
rk

t was smaller than the expected return on loans (i.e. net of the losses due to defaults). But since the expected
return on loans is necessarily strictly smaller than the contractual loan rate rc

t when some borrowers default, this
would require that rc

t > rk
t , implying that none of the productive firms would want to borrow, which cannot be

an equilibrium.
J.3Recall that an unproductive firm only borrows with the intention to abscond and default. Since the payoff

from keeping capital Kt idle is lower than that from borrowing and defaulting, “doing nothing” is not a relevant
alternative to lending (the payoff on the left–hand side of (J.6) is higher than (1 − δ)Kt).
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By contrast, if the return from lending is strictly below that from borrowing, then none of the
unproductive firms lends and λt = 0; hence there is no trade. It follows that, in a pooling
equilibrium, unproductive firms must be indifferent between lending and borrowing, i.e. the
following arbitrage condition must hold:

(1 − δ)Kt +
payoff from loan default︷ ︸︸ ︷

(1 − θ)(1 − δ)(Kp
t −Kt)︸ ︷︷ ︸

gross return of an unproductive firm
that borrows (and defaults)

= ωt(1 + rc
t )Kt +

recovery value︷ ︸︸ ︷
(1 − ωt)θ(1 − δ)Kt −

debt collection cost︷ ︸︸ ︷
κ(1 − ωt)θ(1 − δ)Kt︸ ︷︷ ︸

gross return of an unproductive firm
that lends (and faces defaults)

(J.6)

where the left–hand side is the payoff of an unproductive firm when it borrows, absconds, and
defaults and the right–hand side is its payoff when it lends and is repaid by a fraction ωt

of its loans (recall (J.4)). The second term on the right–hand side is the payment that the
lender recovers from delinquent borrowers. The term with κ on the right–hand side is the
debt collection costs that the lender incurs as it collect payments from delinquent borrowers.
Dividing by Kt and subtracting 1 − δ on both sides, one can rewrite (J.6) as

(1 − θ)(1 − δ)K
p
t −Kt

Kt
= ωt(rc

t + δ) − (1 − ωt)(1 − δ)(1 − θ) − (1 − ωt)(1 − δ)θκ

and using the definition of ωt in (26) one further obtains

(1 − θ)(1 − δ)
(

ωt

1 − µ
− 1

)
= ωt(rc

t + δ) − (1 − ωt)(1 − θ)(1 − δ) − (1 − ωt)(1 − δ)θκ

⇔ ωt(rc
t + δ) = (1 − δ)θ

[(1 − θ)µ
θ(1 − µ)

− κ

]
ωt + (1 − δ)θκ (J.7)

When κ = 0 (i.e. there are no debt collection costs), the terms in κ vanish from (J.7), and
the terms in ωt drop out on both sides. Consequently, in this particular case, the loan rate rc

t

at which an unproductive firm is indifferent between lending versus borrowing is independent
of the repayment probability ωt. This observation reflects two opposite and offsetting effects of
ωt on unproductive firms’ incentives:

• On the one hand, a higher repayment probability ωt (higher λt) raises the payoff from
lending, which increases unproductive firms’ incentive to lend (right–hand side of (J.6));

• On the other hand, a higher ωt (higher λt) is associated with a higher aggregate loan
supply and therefore a higher leverage (Kp

t − Kt)/Kt in equilibrium, which increases
unproductive firms’ incentive to borrow and default (left–hand side of (J.6)).

When κ = 0, unproductive firms’ payoffs from lending and borrowing move in sync and a change
in ωt does not have any effect on the equilibrium (no–arbitrage) loan rate rc

t when κ = 0.

When κ > 0, by contrast, an increase in the probability of debt repayment ωt not only
raises the expected return on the loan but also reduces the debt collection costs which, all else
equal, tilts the balance toward lending. In that case, the equilibrium loan rate rc

t that maintains
unproductive firms indifferent between lending and borrowing must go down as ωt goes up: rc

t
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monotonically decreases with ωt. Moreover, the higher κ, the “faster” rc
t must decrease with ωt

for unproductive firms to remain indifferent.

A similar no–arbitrage condition holds for productive firms. From the optimization program
in (19), one can see that productive firms make strictly negative profits with their borrowed
capital when rk

t < rc
t , and therefore do not borrow in that case. They also make strictly positive

profits when rk
t > rc

t and therefore demand an infinite loan amount in that case. As a result, a
pooling equilibrium with trade can only be achieved if productive firms break even with their
loans, i.e. if:

rc
t = rk

t (J.8)

where rk
t is the productive firms’ return on capital that prevails in the general equilibrium with

pooling (if it exists).

Default Risk Premium. The loan rate rc
t that satisfies the non–arbitrage condition (J.8) can

be interpreted as the maximum loan rate that productive firms are willing to pay. In contrast,
the loan rate rc

t that satisfies the non–arbitrage condition (J.7) can be interpreted the minimum
loan rate that unproductive firms require in order to lend. This loan rate compensates lenders
for default risk and embeds a risk premium which increases with the default probability, 1 −ωt,
the loss given default, 1 + rc

t − θ(1 − δ), and the default cost, κθ(1 − δ), for all values of κ > 0.

J.1.4 Household’s Return on Equity in a Pooling Equilibrium

In a pooling equilibrium, the dividends that the household receives from the firms amount to
(in real terms):

(1 + rq
t )Kt ≡(1 − λt)µ [(1 − δ)Kt + (1 − θ)(1 − δ)(Kp

t −Kt)]︸ ︷︷ ︸
dividends from the unproductive

firms that borrow and default

+ λtµ [ωt(1 + rc
t )Kt + (1 − ωt)θ(1 − δ)Kt − (1 − ωt)θκ(1 − δ)Kt]︸ ︷︷ ︸
dividends from the unproductive firms that lend

net of debt collection costs

+ (1 − µ)
[
(1 + rk

t )Kp
t − (1 + rc

t )(Kp
t −Kt)

]
︸ ︷︷ ︸

dividends from
productive firms/borrowers

+ λtµ(1 − ωt)θκ(1 − δ)Kt︸ ︷︷ ︸
subsidy that corrects distortions

due to default costs

(J.9)

where the last term is the subsidy that the household receives from the government as com-
pensation for the debt collection costs (Assumption J.1). This subsidy is proportional to (real)
equity investment and corrects for the negative effect of default costs on the household’s return
on equity and attendant distortions: in (J.9), the terms in κ cancel out. Replacing Kp

t −Kt and
λt by their respective expressions in terms of ωt in (J.3), one can also see that all the resource
transfers among firms, i.e. the loan payments (terms in rc

t ) and loan losses (terms in θ), cancel
out. One eventually obtains:

rq
t + δ = ωt(rk

t + δ) = (1 − ωt) · (−δ) + ωtr
k
t
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which is the same as relation (34) in the baseline model (except that ωt ∈ (1 −µ, 1) in a pooling
equilibrium). Thus, under Assumption J.1, default costs do not affect the household’s return
on equity directly (i.e. through their costs) and, as in the baseline version of the model, and rq

t

coincides with the aggregate return on capital, which is the weighted average of the returns on
idle capital goods (−δ) and productive capital goods (rk

t ) using as weights the fraction 1 −ωt of
the capital stock that is kept idle and the fraction ωt that is used productively —as emphasized
by the last equality in the above relation.

J.1.5 Condition of an Equilibrium With Pooling in the Credit Market

Combining firms’ no–arbitrage conditions (J.7) and (J.8), one obtains:

ωt

(
rk

t + δ
)

︸ ︷︷ ︸
from non–arbitrage

condition (J.8)

= (1 − δ)θ
[(1 − θ)µ
θ(1 − µ)

− κ

]
ωt + (1 − δ)θκ︸ ︷︷ ︸

from non–arbitrage
condition (J.7)

where rk
t = rk(ωt | At, Zt,Kt) is the productive firms’ return on capital that prevails in the

general equilibrium and is an implicit function of ωt given the state of Nature {At, Zt,Kt}
—recall expression (28). Using relation (34), one can further rewrite the above equilibrium
condition as [

rq
t + δ

[
︸ ︷︷ ︸

rq(ωt|At,Zt,Kt)+δ
from (J.8)

= (1 − δ)θ
[(1 − θ)µ
θ(1 − µ)

− κ

]
ωt + (1 − δ)θκ︸ ︷︷ ︸

φ(ωt)
from (J.7)

(J.10)

⇔ ωt = rq
t + δ − (1 − δ)θκ

(1 − δ)θ
[

(1−θ)µ
θ(1−µ) − κ

]
where rq

t = rq(ωt | At, Zt,Kt) is the household’s return on equity that prevails in the general
equilibrium and is an implicit function of ωt given the state of Nature {At, Zt,Kt}. In any
pooling equilibrium {ωt,K

p
t − Kt, r

c
t }, the equilibrium value of ωt is the solution to equation

(J.10) that satisfies condition (J.5). Given equilibrium value of ωt ∈ (1 − µ, 1) (if it exists), one
can then derive Kp

t −Kt using the definition of ωt in (26) and rc
t from (J.7).

J.2 General Model With Pooling and Defaults

In the general equilibrium, the market clearing conditions (30), (31) and (32) still hold and
aggregate output is still given by (33), with ωt ∈ [1 − µ, 1]. Pooling equilibria emerges when
conditions (J.5) and (J.10) are satisfied. Even though the credit market helps to reallocate
capital from unproductive to productive firms (ωt > 1 − µ), the reallocation is partial (ωt < 1)
in a pooling equilibrium. In what follows, we refer to such credit market disruptions as “minor
crises” and to equilibria with a full–fledge collapse of the credit market (with ωt = 1 − µ and
no capital reallocation at all) as “major crises”.

The complete list of equations for the general version of the model is reported in Table J.1.
This version of the model accounts for the possibility of minor as well as major crises (equation
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[13.]). The non–financial block (Equations [1.]–[12.]) is the same as that in the baseline version
of the model (see Table B.1). It also corresponds to the standard NK model with capital
accumulation, except that total factor productivity Ât has two components At and ωt. The
share of productive capital ωt only appears in equation [4.] and affects the general equilibrium
outcome through total factor productivity Ât only. As in the baseline version of the model,
equations [1.]–[13.] give rise to a feedback loop between the financial– and the non–financial
sectors, which pins down the value of ωt in the general equilibrium. Given ωt, equations [1.]–[12.]
determine rq

t ; and given rq
t , equation [13.] determines ωt.

Table J.1: General Version of the Model

Non–Financial Block/Sector

[1.] Zt = IEt

{
Λt,t+1(1 + rt+1)

}
[2.] 1 = IEt

{
Λt,t+1(1 + rq

t+1)
}

[3.] Wt
Pt

= χNφ
t Cσ

t

[4.] Yt = ÂtK
α
t N1−α

t with Ât ≡ Atω
α
t

[5.] Wt
Pt

= ϵ
ϵ−1

(1−α)Yt

MtNt

[6.] rq
t + δ = ϵ

ϵ−1
αYt

MtKt

[7.] (1 + πt)πt = IEt

(
Λt,t+1

Yt+1
Yt

(1 + πt+1)πt+1
)

− ϵ−1
ϱ

(
Mt− ϵ

ϵ−1
Mt

)
[8.] 1 + it = 1

β
(1 + πt)ϕπ

(
Yt
Y

)ϕy

[9.] Yt = Ct + It + ϱ
2 Ytπ

2
t

[10.] Λt,t+1 ≡ β
C−σ

t+1
C−σ

t

[11.] 1 + rt = 1+it−1
1+πt

[12.] Kt+1 = It + (1 − δ)Kt

Financial Block/Sector (Credit Market Equilibrium)

[13.] ωt =



1 if rq
t ≥ (1−θ)(1−δ)µ

1−µ
− δ

(Normal times)

r
q
t

+δ−(1−δ)θκ

(1−δ)θ
[

(1−θ)µ
θ(1−µ) −κ

] if r
q
t

+δ−(1−δ)θκ

(1−δ)θ
[

(1−θ)µ
θ(1−µ) −κ

] ∈ (1 − µ, 1)

(Minor crisis/pooling equilibrium)

1 − µ Otherwise
(Major Crisis)

Resolution. The numerical resolution of the dynamic general equilibrium rules out coordina-
tion failures by selecting the most efficient equilibrium whenever it exists (recall Assumption 1).
Accordingly, the resolution is sequential:

1. We first assume that the normal times equilibrium exists (i.e. that ωt = 1), derive the
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household’s average rate of return on equity rq
t in the general equilibrium under this

assumption, and check a posteriori that rq
t + δ ≥ (1 − δ)(1 − θ)µ/(1 −µ). If this condition

is satisfied, then the normal times equilibrium exists and we select it.

2. If the normal times equilibrium does not exist, then we assume that a pooling equilibrium
exists (i.e. that a fraction ωt ∈ (1 −µ, 1) of the capital stock is used productively), derive
the average rate of return on equity rq

t under this assumption, and we check a posteriori
that rq

t + δ ∈ ((1 − δ)(1 − θ(1 −κ))µ; (1 − δ)(1 − θ)µ/(1 −µ)). If this condition is satisfied,
then the pooling equilibrium exists and we select it. In that case, the credit market works
imperfectly (“minor crisis”).

3. If neither the normal times equilibrium nor the pooling equilibrium exists, the only equi-
librium that remains is the crisis times equilibrium. We then conclude that there is a
full–fledge collapse of the credit market (“major crisis”).

Parametrization. The general version of the model features one additional parameter com-
pared to the baseline version: the default cost parameter κ. The latter, which enters equation
[13.], governs the size of minor crises as well as the proportion of the time that the econ-
omy spends in minor versus major crises. Importantly, κ does not directly affect the condi-
tion of existence of a financial crisis: as in the baseline model, a crisis breaks out whenever
rq

t + δ < (1 − θ)(1 − δ)µ/(1 − µ), which condition only depends directly on parameters θ and µ.
Parameter κ only affects the incidence of crises indirectly through its general equilibrium effects
on rq

t .

To set the value of κ, we rely on the recent work by Antill (2024), who documents that when
a US borrower files for bankruptcy under Chapter 7 the appointed trustee charges creditors
substantial fees to recover their debts.J.4 The median legal fee is 11–13% of the debt recovery
value (Antill (2024), Table 2, p. 3604). But to the extent that lenders incur other debt collection
costs on top of legal fees (e.g. the cost of hiring private debt collectors, the opportunity cost of
being paid late), such fees should be regarded as a lower bound for lenders total default costs.
To fix ideas, we set κ = 15% as baseline and will experiment with a range of values. We also set
µ = 5% in order to obtain a 1.8% fall in aggregate productivity due to financial frictions in a
major crisis in line with empirical estimates (e.g. Oulton and Sebastiá-Barriel (2016), Duval et
al. (2019)). As a last step, we look for the value of θ in (0, 1) for which the model matches the
observed incidence of financial crises of 10% given µ = 5% and κ = 15% —allowing for minor
crises/pooling equilibria. Eventually, we obtain the same value θ = 52.7%, as in our baseline
model.J.5 For that parametrization, the model does not exhibit any pooling equilibrium (minor
crisis) and borrowers never default.

J.4In the United States, the compensation of trustees is regulated under Chapter 7 (see legal fees).
J.5As equation [13.] in Table J.1 indicates, the lower (higher) the recovery rate θ the higher (lower) the

percentage of time spent in a crisis.
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We conclude that for plausible values of financial parameters µ, κ, and θ, the general version
of the model boils down to our baseline one, in which lenders do not tolerate any default. In
that case, financial crises take the form of a sudden and abrupt regime switch from equilibria
N to C . There is no pooling equilibria.

(Non)Existence of Pooling Equilibria and Defaults. One possible reason why our model
does not exhibit minor crises/pooling equilibria is that default costs are “too high” for lenders
to tolerate defaults. To understand this point, we next study the role of default costs on the
existence of pooling equilibria. As an experiment, we consider lower values of κ and solve the
model numerically as we reduce κ incrementally from 15% to 0%. For every increment of κ,
we reset parameter θ to ensure that the economy still spends 10% of the time in a crisis in the
stochastic steady state, as observed in the data. Since the fall in aggregate productivity due
to financial frictions during major crises is independent of κ, we maintain parameter µ at 5%
throughout the experiment.

Figure J.1: Minor Crises With Defaults (Pooling Equilibria) Vanish as κ Increases
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(a) Incidence of Minor Crises
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(b) Incidence of Major Crises

Notes: Percentage of the time that the TR93 economy spends in a minor crisis (panel (a)) or a major crisis (panel (b)) in
the stochastic steady state, as one raises κ incrementally from 0% to 15%. Beyond κ = 3%, there is no numerical solution
with minor crises/pooling equilibria.

The results are reported in Figure J.1, which shows the percentages of the time that the
economy spends in a minor crisis (panel (a)) and a major crisis (panel (b)) in the stochastic
steady state as κ varies. By construction, these two percentages sum to 10%.

For values of κ above 3%, none of the numerical solutions of the model features minor
crises/pooling equilibria (panel (a)). The latter emerge only for values of κ below 3%. In that
case the incidence of minor crises increases as κ diminishes, to reach a maximum of 9.67% for
κ = 0. Absent default costs (κ = 0), the economy thus spends only 0.33% of the time in a
major crisis.J.6

J.6As we reduce κ from 15% to 0%, we must raise the recovery rate parameter θ marginally to maintain the
overall incidence of crises at 10%. Indeed, recall that κ affects the incidence of crises indirectly through general
equilibrium feedback effects. All else equal, as κ decreases, the proportion of minor crises increases. Since minor
crises are milder and induce less capital dis–accumulation compared to major crises, the level of the capital stock
tends to be on average higher in economies with smaller values of κ. In turn, since a higher capital stock is
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We explain these numerical results formally in the next section.

J.3 Condition of Existence of an Equilibrium With Pooling and Defaults

The terms rq(ωt | At, Zt,Kt) and φ(ωt) on the left– and right–hand side of the pooling equilib-
rium condition (J.10) both depend on ωt. Consider the variation of each of these terms with
respect to ωt in turn.

J.3.1 Analysis of Function rq(ωt | At, Zt,Kt)

The function rq
t = rq(ωt | At, Zt,Kt) is an outcome of the dynamic general equilibrium and

cannot be derived analytically. To get a sense of how it varies with ωt, one way is to consider
a version of the model that abstracts from the financial block (equation [13.] in Table J.1), to
treat ωt as an exogenous state variable, and to solve the non–financial block (equations [1.]–
[12.]) of the general model assuming a data generating process for ωt ∈ [1 −µ, 1]. Note that the
equations of the non–financial block of the general model are exactly the same as those of our
baseline model, and also coincides with the equations of the standard NK model with capital
accumulation.

To assuage the concern that the exogenous process assumed for ωt does not correspond to
the “true” endogenous data generating process of ωt in the general model (equation [1.]–[13.]),
we emulate the latter by assuming that ωt ∈ [1 −µ, 1] follows a (truncated) AR(1) process with
the same persistence (autocorrelation coefficient of 0.83) as in the stochastic steady state of the
general model with κ = 0. As robustness check, we consider two alternative (less persistent)
exogenous data generating processes for ωt: one where ωt follows an AR(1) process with a
persistence coefficient 0.5 and another where it is an independently and identically distributed
random variable (i.e. is a white noise).

The optimal decision rules for the endogenous variables (including that for rq
t ) are func-

tions of the state variables {At, Zt,Kt, ωt}; accordingly, the numerical solution yields rq
t =

rq(At, Zt,Kt, ωt). Given the state variables {At, Zt,Kt}, rq
t can also be expressed as a function

of ωt: rq
t = rq(ωt | At, Zt,Kt).

Figure J.2 (row 1.) shows rq(ωt | At, Zt,Kt) for selected states of Nature {At, Zt,Kt} in the
case where the process of ωt is characterized by an autocorrelation coefficient equal to 0.83. We
find that rq(ωt | At, Zt,Kt) monotonically increases with ωt, suggesting that the household’s
return on equity (or the aggregate return on capital) increases when a larger fraction of the
capital stock is used productively. The monotonic relationship between rq

t and ωt does not
change across the states of Nature. The results for the other two processes for ωt, reported in
rows 2. and 3., are the essentially the same as in row 1., i.e. rq(ωt | At, Zt,Kt) monotonically
increases with ωt.J.7 Finally, we also consider the case where the central bank follows a SIT

conducive to more frequent crises through the K–channel of financial instability, the incidence of crises in the
economy increases slightly as κ goes down. To maintain the incidence of crises at 10%, θ must therefore increase.

J.7Only in the particular case where ωt is a white noise (row 3.), rq
t is independent of ωt in some states of Nature

(flat lines in panels (a) and (c)).
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Figure J.2: Representation of rq(ωt | At, Zt,Kt) + δ

1. ωt follows an AR(1) process with persistence parameter ρω = 0.83
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At = Amax

0.95 0.96 0.97 0.98 0.99 1.00

ωt

9.9

10.0

10.1

10.2

(b) Varying Demand Shock

Zt = Zmin

Zt = Z̄

Zt = Zmax

0.95 0.96 0.97 0.98 0.99 1.00

ωt

9.8

9.9

10.0

10.1

10.2

10.3
(c) Varying Capital

K = 0.975×K?

K = K?

K = 1.025×K?

2. ωt follows an AR(1) process with persistence parameter ρω = 0.5
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3. ωt is a white noise
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4. The central bank follows SIT
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Notes: Representations of function rq(ωt | At, Zt, Kt) + δ based on the optimal decision rule rq(At, Zt, Kt, ωt) obtained
by solving the non–financial block of the baseline model (equations [1.]—[12.] in Table J.1), using the parameters in
Table 1 and assuming that ωt follows an exogenous (truncated) AR(1) process over interval [1 − µ, 1]. Row 1.: ωt is
assumed to follow an AR(1) that emulates the endogenous process of ωt in the stochastic steady state of the full model
(equations [1.]—[13.]) for κ = 0: ln(ωt) = ρω ln(ωt−1) + εω

t with ρω = 0.83. Rows 2. and 3.: same as in row 1., assuming
ρω = 0.5 and ρω = 0. Row 4.: same as in row 1., assuming that the central bank follows SIT instead of TR93 as policy
rule. Representations for varied states of Nature: At ∈ {Amin, 1, Amax} (panel (a)); Zt ∈ {Zmin, 1, Zmax} (panel (b));
Kt ∈ {0.975K⋆, K⋆, 1.025K⋆} (panel (c)). Annualized, in percent. Similar results obtain for an autocorrelation coefficient
ρω = 0.95 for the data generating process of ωt.
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rule instead of a TR93 rule and find that rq
t still monotonically increases with ωt (row 4.). The

results remain the same throughout.

We conclude that, in the dynamic general equilibrium, rq
t increases monotonically with ωt

regardless of the state of Nature considered. Importantly, this result applies to the non–financial
block of our model, which coincides with the standard NK model with capital accumulation. It
can therefore also be seen as a property of the standard NK model with capital accumulation
and is not specific to our model. It basically means that the aggregate return on capital (or
equivalently the household’s return on equity) rq

t augments with total factor productivity ωt.J.8

Accordingly, we proceed under the contention that rq
t increases monotonically with ωt.

Property 1. (Aggregate Return on Capital in a Standard NK Model) In the standard
NK model with capital accumulation, given a standard parametrization and a standard monetary
policy rule (such as TR93 or SIT), the optimal decision rule of the aggregate return on capital
(or the household’s return on firm equity, rq

t in our model) increases monotonically with total
factor productivity (At and/or ωt in our model).

Figure J.3: Stylized Representation of Relation (J.10)

(a) Left–Hand Side: rq(ωt | At, Zt,Kt) + δ

ωt1 − µ 1

N1

N2
r̄k + δ

High state of Nature

Intermediate state
of Nature

Low state of Nature

(b) Right–Hand Side: φ(ωt)

ωt1 − µ 1

r̄k + δ

(1 − δ)µ(1 − θ + θκ) for a low κ

(1 − δ)µ(1 − θ + θκ) for a high κ

φ(ωt) for κ ≥ (1−θ)µ
θ(1−µ)

φ(ωt) for κ <
(1−θ)µ
θ(1−µ)

From no–arbitrage condition: (J.7)
(J.8)

Sets of equilibria: Normal times N

Notes: Panel (a): stylized representation of the term rq
t + δ on the left–hand side of condition (J.10) as a function of

ωt, as implied by Figure J.2 and Property 1 of the standard NK model. The left–hand side of condition (J.10) comes
from productive firms’ no–arbitrage condition (J.8). Panel (b): representation of the term φ(ωt) on the right–hand side
of condition (J.10). The right–hand side of condition (J.10) comes from unproductive firms’ no–arbitrage condition (J.7).
φ(ωt) increases linearly with ωt if κ < (1 − θ)µ/θ(1 − µ) (case with “low κ”) and decreases linearly with ωt otherwise (case
with “high κ”). r̄k +δ ≡ (1−θ)(1−δ)µ/(1−µ), as defined in (29). Green line: set of normal times equilibria, characterized
by rq(ωt = 1 | At, Zt, Kt) ≥ r̄k (from condition (29) and relation (34)).

The dashed gray lines in Figure J.3 (panel (a)) are stylized representations of rq(ωt |
At, Zt,Kt) + δ at high, intermediate, and low states of Nature. In the light of Figure J.2,

J.8Recall from relation (34) that the household’s return on equity rq
t = ωtr

k
t + (1 − ωt) · (−δ) is the weighted

average of productive and unproductive firms’ respective returns on capital and therefore coincides with the
aggregate return on capital.
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we represent these functions as monotonically increasing and essentially linear. The value
rq(ωt = 1 | At, Zt,Kt) + δ (at ωt = 1) corresponds to the household’s return on equity
that prevails in the state of Nature {At, Zt,Kt} assuming that the entire capital stock is
used productively (i.e. that ωt = 1). Recalling condition (29) for the existence of a nor-
mal times equilibrium N , relation (34), and Assumption 1, equilibrium N emerges if and only
if rq(ωt = 1 | At, Zt,Kt) ≥ r̄k. In Figure J.3 (panel (a)), the normal times equilibria N are
represented by the green dots and emerge in the high and intermediate states of Nature. More
generally, the full set of normal times equilibria are represented by the green segment, which
corresponds to all the states of Nature where rq(ωt = 1 | At, Zt,Kt) ≥ r̄k. Since we rule out
coordination failures (Assumption 1) it should be clear that the existence of these normal times
equilibria N does not depend on the existence of a pooling equilibrium.

J.3.2 Analysis of Function φ(ωt)

The term on the right–hand side of condition (J.10) is a linear function of ωt that decreases
with ωt when κ ≥ (1−θ)µ

θ(1−µ) and strictly increases with ωt otherwise:

φ′(ωt) ≤ 0 if κ ≥ (1 − θ)µ
θ(1 − µ)

and φ′(ωt) > 0 otherwise (J.11)

The function φ(ωt) is represented separately in Figure J.3 (panel (b)) for the case where the
default cost parameter κ is high (downward–slopping line) and low (upward–slopping line).

Next, we study the existence of a general equilibrium with pooling, depending on whether
the default cost parameter κ is high or low.

J.3.3 Pooling Equilibria Cannot Emerge If κ ≥ (1−θ)µ
θ(1−µ)

When κ ≥ (1 − θ)µ/θ(1 − µ), φ(ωt) monotonically decreases with ωt and one can rewrite the
second inequality in condition (J.5) as:

ωt < 1 ⇔ φ(ωt) ≥ φ(1) =
(J.10)

(1 − δ)(1 − θ)µ
1 − µ

⇔
(J.10)

rq(ωt | At, Zt,Kt) + δ ≥ (1 − δ)(1 − θ)µ
1 − µ

Since rq(ωt | At, Zt,Kt) monotonically increases with ωt (see Figure J.2), rq(ωt = 1 |
At, Zt,Kt) ≥ rq(ωt | At, Zt,Kt) for all ωt ∈ (1 − µ, 1) and the above condition implies

rq(ωt = 1 | At, Zt,Kt) ≥ (1 − δ)(1 − θ)µ
1 − µ

− δ (J.12)

which corresponds to the condition of existence of the normal times equilibrium N —recall
condition (29). In other terms, whenever a pooling equilibrium exists, it also necessarily co–
exists with N and can be ruled out on the grounds that it is associated with a lower value of
ωt —recall Assumption 1.
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Graphical Illustration. Figure J.4 illustrates condition (J.10) in the case where the default
cost parameter is relatively high, i.e. κ ≥ (1 − θ)µ/θ(1 −µ). It is constructed by superimposing
panels (a) and (b) of Figure J.3 in that case, where φ(ωt) decreases with ωt (gray solid line).
As in Figure J.2 and in Figure J.3 (panel (a)), the upward slopping dashed lines represent the
function rq(ωt = 1 | At, Zt,Kt) + δ in different states of Nature. Recalling condition (29) in
Proposition 2, equilibrium N exists whenever the value of rq

t + δ (gray dashed line) at ωt = 1 is
equal to or above the crisis threshold r̄k + δ (green dots). Since such equilibrium always exists
in the states of Nature where rq

t +δ = φ(ωt), i.e. where the solid and dashed gray lines intersect,
pooling equilibria cannot emerge under Assumption 1.

The reason why pooling equilibria P always co–exist with normal times equilibria N is
intuitive. When default costs are high, lenders must charge a high risk premium and therefore
a high loan rate as compensation for expected defaults. The higher the probability of default
(the lower ωt), the higher the loan rate that lenders must charge to cover the default costs.
Hence, φ(ωt) (gray solid line) decreases with ωt. In turn, productive borrowers can only afford
to pay the required loan rate in the highest states of Nature. Only in those cases can a pooling
equilibrium P emerge. But to the extent that these states of Nature also correspond to those
where equilibrium N exists, P must be ruled out on the grounds that it is associated with a
lower value of ωt compared to N .

Figure J.4: Condition (J.10): Nonexistence of Pooling Equilibria

Case with κ ≥ (1−θ)µ
θ(1−µ)

ωt1 − µ 1

r̄k + δ

(1 − δ)µ(1 − θ + θκ)

N1

N2

C

From no–arbitrage condition: (J.7)
(J.8)

Sets of equilibria: Normal times N

(Major) Crises C

P

Notes: This figure is constructed by superimposing panels (a) and (b) of Figure J.3 for the case with κ ≥ (1 − θ)µ/θ(1 − µ).
A pooling equilibrium (minor crisis) corresponds to a point at which the solid gray line, φ(ωt), crosses the dashed gray line,
rq

t + δ, provided that the normal times equilibrium N does not exist. A major crisis equilibrium exists whenever neither a
normal times nor a pooling equilibrium exists. The figure illustrates that, under Assumption 1, pooling equilibria P never
emerge when κ ≥ (1 − θ)µ/θ(1 − µ). r̄k + δ ≡ (1 − δ)(1 − θ)µ/(1 − µ) as defined in (29).
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J.3.4 Pooling Equilibria May Emerge If κ < (1−θ)µ
θ(1−µ)

When κ < (1 − θ)µ/θ(1 − µ), φ(ωt) monotonically increases with ωt and one can rewrite the
second inequality in condition (J.5) as

ωt < 1 ⇔ φ(ωt) < φ(1) =
(J.10)

(1 − δ)(1 − θ)µ
1 − µ

⇔
(J.10)

rq(ωt | At, Zt,Kt) + δ <
(1 − δ)(1 − θ)µ

1 − µ

Since rq(ωt | At, Zt,Kt) monotonically increases with ωt, the above condition may hold when

rq(ωt = 1 | At, Zt,Kt) <
(1 − δ)(1 − θ)µ

1 − µ
− δ (J.13)

which corresponds to a case where the normal times equilibrium N does not exist (from condi-
tion (29)). In that case, pooling equilibria may exist and emerge.

Figure J.5: Condition (J.10): Existence of Pooling Equilibria

Case with κ < (1−θ)µ
θ(1−µ)

ωt1 − µ 1

r̄k + δ

(1 − δ)µ(1 − θ + θκ)

N1

N2

P

C

From no–arbitrage condition: (J.7)
(J.8)

Sets of equilibria: Normal times N

Minor crises (pooling) P

Major crises C

Notes: This figure is constructed by superimposing panels (a) and (b) of Figure J.3 for the case with κ < (1 − θ)µ/θ(1 − µ).
A pooling equilibrium (minor crisis) corresponds to a point at which the solid blue line, φ(ωt), crosses the dashed gray
line, rq

t + δ, provided that the normal times equilibrium N does not exist. The set of pooling equilibria across all possible
states of Nature (solid blue line) coincides with the upward–sloping solid gray line (i.e. function φ(ωt)) in panel (b) of
Figure J.3. A major crisis equilibrium exists whenever neither a normal times nor a pooling equilibrium exists. The
figure illustrates that pooling equilibria P may emerge when κ < (1 − θ)µ/θ(1 − µ) in intermediate states of Nature.
r̄k + δ ≡ (1 − δ)(1 − θ)µ/(1 − µ) as defined in (29).

Figure J.5 illustrates the condition of existence of a pooling equilibrium in this particular
case where the default cost parameter κ is relatively low, i.e. κ < (1 − θ)µ/θ(1 − µ). The
figure is constructed by superimposing panels (a) and (b) of Figure J.3 in that case, where
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φ(ωt) increases with ωt and reaches a maximum that is equal to r̄k + δ at ωt = 1. The figure
shows that pooling equilibria P may emerge in intermediate states of Nature. These equilibria
correspond to situations where the dashed gray line crosses the solid blue line at ωt ∈ (0, 1) and
is below r̄k + δ at ωt = 1 (i.e. the normal times equilibrium N does not exist). In such states,
lenders charge borrowers a loan rate that both compensates them for the default costs and is
affordable for productive firms. When economic fundamentals are weak (the lowest dashed gray
line in Figure J.5), productive firms cannot afford to pay such a loan rate (the two lines do not
cross), pooling equilibria disappear, and the credit market collapses (equilibrium C ).

Default Risk and Risk Premium in a Major Crisis. In the lowest state of Nature, a
major crisis characterized by no trade on the credit market is the only possible equilibrium
outcome (red dot). In such a crisis, borrowers do not default per se but default risk nonetheless
plays an important role off–equilibrium. A major crisis corresponds to a situation where the
productive firms’ return on capital is low and firms have incentive to borrow, abscond and
default. In that case, default risk is so high that the loan rate rc

t that lenders would need
to charge to be compensated for prospective defaults if they lent (given by the no–arbitrage
condition (J.7) and reflected in the solid gray line) is always above the rate rk

t that productive
firms can afford to pay (given by the no-arbitrage condition (J.8) and reflected in the lowest
dashed gray line). In turn, when productive firms cannot afford borrowing, prospective lenders
refuse to lend and the credit market collapses. Crises in our model can thus be seen as the flip
side of prohibitively high off–equilibrium default risk premia and loan rates.

We conclude that, lenders do not tolerate defaults if κ ≥ (1−θ)µ/θ(1−µ), but may tolerate
them in some states of Nature if κ < (1 − θ)µ/θ(1 − µ). In the former case, pooling equilibria
never emerge and the economy may be in one of only two regimes: normal times or major crises.
In the latter case, the economy may at times be in a third, intermediate regime of minor crises
characterized by pooling equilibria and borrower defaults.

J.4 Pooling Equilibria Cannot Emerge With a Plausible Parametrization

The above analysis shows that a sufficient condition to rule out pooling equilibria is

κ ≥ (1 − θ)µ
θ(1 − µ)

≈
θ=0.527
µ=0.05

0.047

For the parameter values θ = 0.527 and µ = 0.05 (see Table 1), which we set to match the size
and incidence of financial crises, this is the case if default costs exceed 5% of the debt recovery
value, which fits the numerical finding in Figure J.1.

As previously discussed, the 5% threshold is much lower than lenders’ debt collection costs
observed in practice. In the United States, for example, lenders often outsource the task of
obtaining repayments from delinquent borrowers to third–party debt collectors, which commonly
charge fees in the range of 20–50% of the amount of debt that they recover. Antill (2024) also
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documents that, when a US borrower files for bankruptcy under Chapter 7, the appointed
trustee charges creditors substantial legal fees of about 11–13% of the debt recovery value —
a lower bound for creditors’ overall debt collection cost. Based on the simulated method of
moments of a dynamic macro–model fitted to Compustat data, Hennessy and Whited (2007)
estimate that bankruptcy costs represent about 10.4% of the bankrupt firm’s total capital stock
(after depreciation) which, in the context of our model, corresponds to κ = 10.4/θ ≈ 20% of
lenders’ debt recovery value.

Likewise, for reasonable values κ = 0.15 and µ = 0.05, no pooling equilibrium can emerge if
one assumes that the recovery rate θ is high enough, i.e.

κ ≥ (1 − θ)µ
θ(1 − µ)

⇔ θ ≥ µ

(1 − µ)κ+ µ
≈

κ=0.15
µ=0.05

0.26

Assuming a recovery rate above 26% is highly plausible: for the United States, Jankowitsch
et al. (2014) report an average recovery rate of defaulted corporate bonds between 40% and
70% of the bonds’ face value over the period 2004–2008, while S&P Global report average
recovery rates between 40% (for bonds) and 72% (for loans) over the period 1987-2023. In a
model–based analysis of markets’ valuation of corporate debt, Longstaff et al. (2005) assume a
constant recovery rate of 50%, i.e. close to our baseline parameter θ = 52.7%.

Finally, for reasonable values κ = 0.15 and θ = 0.527, no equilibrium with defaults can
emerge if the proportion µ of unproductive firms —or the productivity loss in a crisis— is not
too large, i.e.

κ ≥ (1 − θ)µ
θ(1 − µ)

⇔ µ ≤ θκ

1 − θ + θκ
≈

θ=0.527
κ=0.15

0.14

In the context of our model, this means that the productivity loss that is specifically due to
financial frictions should be smaller than 5.2% (= 1−(1−0.14)0.36), which is in line with existing
empirical studies (e.g. Oulton and Sebastiá-Barriel (2016), Gilchrist et al. (2013), Duval et al.
(2019)).

More generally, it is not possible to set realistic values of the financial parameters µ, θ and
κ such that the necessary (but not sufficient) condition κ < (1 − θ)µ/θ(1 − µ) for the existence
of pooling equilibria is satisfied. Indeed, realistic values for µ must be between 2.2% and 6.5%
to obtain a fall in productivity during a crisis in the range of 0.8% (Oulton and Sebastiá-Barriel
(2016)) to 2.39% (Duval et al. (2019)). Moreover, realistic values for lenders’ debt recovery
rate θ range between 40% and 70% (Jankowitsch et al. (2014)). Since the threshold for the
existence of pooling equilibria, (1 − θ)µ/θ(1 − µ), decreases with θ and increases with µ, the
highest plausible value of this threshold is reached for θ = 40% and µ = 6.5%, which yields
(1 − θ)µ/θ(1 − µ) = 10.5%, a value that is still below 13% (the lowest plausible value for κ;
Antill (2024)).

A34

https://www.spglobal.com/ratings/en/research/articles/231215-default-transition-and-recovery-u-s-recovery-study-loan-recoveries-persist-below-their-trend-12947167


J.5 Crisis Dynamics With versus Without Defaults

For the sake of completeness, this section studies the dynamics of crises in an economy where
lenders incur small default costs and pooling equilibria arise in some states of Nature. It also
compares the dynamics in the version with defaults with those in the baseline version of the
model without defaults. For the purpose of the comparison, we use the same parameters as in
Table 1 and —to emphasize the potential differences between the two versions— focus on the
extreme case where there is no default cost at all:

κ = 0

The statistics reported in Table J.2 show that, in the stochastic steady state, the economy with
defaults spends 11.9% of the time in a crisis (i.e. with 1 − µ ≤ ωt < 1).J.9

Table J.2: Economic Performance and Welfare: With versus Without Default Costs

Time in Length Output Productivity Std(πt) Welfare
Crisis (in %) (quarters) Loss (in %) Loss due (in pp) Loss (in %)

to Crises⋆ (in %)

κ = 0 11.9 6.4 -4.8 -0.7 0.95 -0.42
Baseline (κ > 5%) [10] 4.7 -6.0 [-1.8] 0.90 -0.58

Notes: Same statistics as in Table 2, row (1), using the same baseline parameters as in Table 1 but assuming
κ = 0 instead of κ > 0.05. ⋆Average fall in productivity 1 − ω0.36

t that is specifically due to credit market
dysfunction during crises. The values in square brackets are the targeted moments (see Section 5.1).

J.5.1 Average Crisis Dynamics

Given that the condition of existence of a crisis is the same in the two versions of the model (see
equation [13.] in Tables B.1 and J.1), the average crisis dynamics in the run–up to crises ought
to be similar. Figure J.6 shows that these dynamics are indeed almost indistinguishable (solid
red versus black dashed lines). In both versions of the model, the average crisis is preceded by
a disinflationary investment and asset price boom (panels (c), (g) and (j)) as well as by a long
period of low policy rates (panel (h)). The average crisis breaks out as the central bank raises
its policy rate, and causes a fall in aggregate output (panel (i)).

The dynamics in the two versions of the model however differ in terms of the aftermath
of financial crises. Crises are milder in the version with κ = 0 and borrower defaults because
lenders continue to lend during most crises in that version. In effect, financial frictions are
milder when default costs are smaller.

During “minor” crises, the default risk premium goes up and there is less capital reallocation
but the credit market does not collapse to the same extent as during “major” crises. Figure
J.7 illustrates this point. It shows the distribution of the capital utilization rate ωt during
crises in the stochastic steady state of the model with pooling. Given the parameters in Table

J.9More precisely, the economy spends 11.51% of the time in a minor crisis and 0.39% of the time in major
crisis (i.e. with ωt = 1 − µ).
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Figure J.6: Simulated Dynamics Around Crises
in the Economy With Pooling versus Baseline
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Notes: Simulations of the model with pooling for the TR93 economy. Parameters are the same as in Table 1. All
crises: either credit market disruptions or full-fledged collapses, with 1 − µ ≤ ωt < 1. Major crises: full-fledged
collapses, with ωt = 1 − µ. Period 0 for “All crises”: first quarter of credit disruption (i.e. with ωt < 1) after
at least 24 consecutive quarters of no disruption. Period 0 for “Major crises only”: first quarter of complete
credit market collapse (i.e. with ωt = 1 − µ) after at least 24 consecutive quarters without a complete collapse.
Non–performing loans (panel (l)): share of borrowers that default (1 − ωt).

1, the economy spends 0.39% of the time in a major crisis (extreme left bar), with ωt =
0.95. In that case, the productivity loss due to the collapse of the credit market amounts to
100 × (1 − 0.950.36) = 1.8%. Other crises feature partial credit market dysfunctions and less
severe productivity losses, which range from a little bit more than 0% (ωt close to one) to 1.8%
(ωt close to 0.95). The crises the most frequent are the mildest ones, with ωt close to one
(extreme right bar).

In the version of the model with κ = 0 and defaults, output falls by 4.8% on average and
aggregate productivity falls by 0.7% due to financial frictions during crises, against 6% and
1.8% in the baseline model (compare Table J.2 with Table 2, row (1)). Accordingly, the welfare
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Figure J.7: Capital Utilization in Crises
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Notes: Distribution the share of the capital stock used productively (ωt) during crises in the general model with
pooling for κ = 0.

loss relative to the first best outcome is smaller at 0.42% against 0.58% in the baseline model.
When crises are milder, the capital stock tends to be on average larger and the return on capital
lower in the stochastic steady state, which explains why crises tend to be slightly more frequent
in the version of the model with defaults than in the baseline version (11.9% versus 10%).

J.5.2 Major Crisis Dynamics

The red dashed line in Figure J.6 focuses on the dynamics around the major crises only in the
version of the model with κ = 0. Major crises are rare but have specific and noticeable dynamics:
they occur after a few quarters of credit market dysfunction, as indicated by the preceding fall
in the share of capital goods used productively (panel (k)) and rise in non–performing loans
(panel (l)). As capital mis–allocation weighs on aggregate productivity, inflation rises (panel
(g)), which leads the central bank (under TR93) to increase its policy rate (panel (h)). The
combination of the interest rate hike with an adverse exogenous productivity shock (panel (a))
eventually lowers the household’s return on equity below the major crisis threshold, triggering
the complete collapse of the credit market.
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K Model Robustness

The aim of this section is to discuss the robustness of our results in four alternative versions
of our model: (K.1) with intermediated finance, (K.3) with infinitely–lived firms, (K.2) with ex
ante debt financing, and (K.4) with ex ante heterogeneous firms. In addition, we analyze the
cases where there is only one financial friction —either moral hazard or asymmetric information
in (K.5). The latter analysis allows us to highlight that both frictions are necessary for our model
to feature credit market collapses.

K.1 Intermediated Finance

The aim of this section is to show that our baseline model with inter–firm credit is isomorphic
to a model with bank credit.

We are interested in whether capital reallocation can also take place through banks, without
banks making losses. For this, we consider a representative and competitive bank that purchases
Kt capital goods on credit at rate rd

t (“deposits”) from unproductive firms and sells Kp
t −Kt > 0

capital goods on credit (“loans”) at rate rℓ
t to productive firms. The bank faces the same financial

frictions as the firms. It is not able to enforce contracts with borrowers and does not observe
firms’ idiosyncratic productivities. But it is not a source of financial frictions itself, in the
sense that it can credibly commit itself to paying back its deposits. The rest of the model is
unchanged.

The bank’s profit is the sum of the gross returns on the loans (first term) minus the cost of
deposits (last term):

max
Kp

t

(1 − µ)(1 + rℓ
t)(K

p
t −Kt) − µ(1 + rd

t )Kt (K.1.1)

The bank’s objective is to maximize its profit with respect to Kp
t given rℓ

t and rd
t , subject to its

budget constraint
(1 − µ)(Kp

t −Kt) = µKt (K.1.2)

as well to productive firms’ participation constraint

rℓ
t ≤ rk

t (K.1.3)

and unproductive firms’ incentive compatibility constraint

(1 − δ)Kt + (1 − θ)(1 − δ)(Kp
t −Kt) ≤ (1 + rd

t )Kt (K.1.4)

The latter constraint means that unproductive firms must be better–off when they deposit their
funds Kt with the bank (for a return rd

t , on the right–hand side) than when they borrow Kp
t −Kt

and abscond (left–hand side).

Since the bank’s profit increases with rℓ
t , a necessary condition for the bank to be active

is that its profit be positive when rℓ
t (K.1.3) with equality, i.e. rℓ

t = rk
t . Substituting the
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latter relation and relation (K.1.2) in the expression of the bank’s profit in (K.1.1) yields the
non–negative profit condition

rk
t ≥ rd

t (K.1.5)

Substituting (K.1.1) in (K.1.4) further yields:

rd
t ≥ r̄k ≡ (1 − θ)(1 − δ)µ

1 − µ
− δ (K.1.6)

The combination of (K.1.5) and (K.1.6) yields the same condition as (29) in the baseline model.
It follows that, when rk

t < r̄k and the credit market has collapsed, there is also no room
for financial intermediation. When rk

t ≥ r̄k, financial intermediation may arise. But since
unproductive firms can lend to productive ones at rate rc

t = rk
t directly through the credit

market in that case (see equilibrium N in Figure 3), the bank must offer the same conditions,
with rℓ

t = rd
t = rk

t , in order to be competitive and, therefore, to make zero profit.

A version of the model with banks is therefore isomorphic to our baseline model with dis–
intermediated finance. This result is intuitive. As long as banks face the same agency problem
as other prospective lenders, whether financial transactions take place directly through a credit
market, as in our baseline model, or indirectly through a loan market is irrelevant: these two
markets rise and collapse in sync —and yield the same general equilibrium outcome.K.1.1

K.2 Ex ante Debt Financing

The aim of this section is to show that our results carry through if, at the end of period t− 1,
firms finance their startup capital stock Kt with debt instead of equity.

Assume that, at the end of period t−1, firms finance a share 1−γ of their capital with equity
and a share γ with debt, and that debt carries a real interest rate rd

t . In that case, a firm may
end up with two distinct types of debt at the beginning of period t: a “legacy”, inter–period
debt γPt−1Kt, and a “new”, intra–period debt ψtPtKt —where ψt will be determined later. The
implications of legacy debt issuance depends on whether firms can default on this debt or not.
We study these two cases in turn.

K.2.1 Riskless Legacy Debt

A preliminary and straightforward observation is that our model would be unchanged if we
assumed that firms cannot default on households, i.e. that they can issue pure riskless debt at
the end of period t − 1. This situation amounts to assuming a higher creditor protection for
legacy debtholders (households) than for new debtholders (unproductive firms).

More precisely, assume that firms incur a cost θh per unit of legacy debt when they hide
from legacy debtholders and that this cost exceeds the gain from defaulting on legacy debt, i.e.

θh ≥ 1 + rd
t ∀t

K.1.1This equivalence result only emphasizes that the key element of our model is the agency problem that lenders
face, and not the financial infrastructure (financial markets or banks) considered.
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with possibly θh = +∞. In that case, defaulting on legacy debt is not worthwhile, firms always
repay this type of debt, and firms’ incentives to default on inter–firm loans in period t are
unchanged. Moreover, the Modigliani–Miller theorem applying, firms would also be indifferent
between financing their start–up capital with equity or debt. In such version of the model, the
capital stock Kt can therefore be seen as being entirely financed with riskless debt (case with
γ = 1) as opposed to equity (case with γ = 0).

K.2.2 Risky Legacy Debt

Next, assume that firms may default on legacy debt at the end of period t, i.e.

θh < 1 + rd
t ∀t

As firms enter period t, lenders on the credit market understand that their legacy debt increases
borrowers’ incentives to default. Accordingly, they limit the amount that a borrower can borrow
so that an unproductive firm does not have any incentive to borrow and abscond in normal times:

(1 − δ)Kt + (1 − θ)(1 − δ)(Kp
t −Kt) − θhγKt ≤ (1 + rc

t )Kt − (1 + rd
t )γKt

⇔ Kp
t −Kt

Kt
≤ ψt ≡ rc

t + δ − γ(1 + rd
t − θh)

(1 − δ)(1 − θ)
(K.2.1)

where θ(1 − δ)(Kp
t −Kt) and θhγKt are the costs (for the borrower) of defaulting on inter–firm

and legacy debts, respectively. Relation (K.2.1) shows that market rates may have varied (and
opposite) effects on incentives: a higher cost of legacy debt (rd

t ) deteriorates incentives (as in
Stiglitz and Weiss (1981) and Mankiw (1986)), whereas a higher return on financial assets (rc

t )
improves incentives (as in Bernanke and Gertler (1990), Gertler and Rogoff (1990), Azariadis
and Smith (1998)).

Given condition (K.2.1), the condition of existence of an active credit market becomes

rk
t ≥ r̄k

t ≡ (1 − θ)(1 − δ)µ
1 − µ

− δ + γ(1 + rd
t − θh) (K.2.2)

where only the last term differs from the baseline condition (29). Since rd
t is predetermined,

the presence of legacy debt essentially raises the crisis threshold but does not materially affect
the condition of existence of an active credit market —which still rests on the level of capital
returns rk

t .

Condition (K.2.2) illustrates and emphasizes a general result of banking models (Bernanke
and Gertler (1990)): in the presence of agency costs, the equilibrium outcome is ultimately
determined by the “creditworthiness” of borrowers, reflected here by the return on capital rk

t

—and not by the level of the equilibrium loan rate as such. In our model, the higher the return
on capital, the more room for maneuver lenders have to address the agency problem, and the
more robust the credit market.

In this extension of the model, crisis dynamics ought to be similar to those in our baseline
model. To see this, first note that unproductive firms always default on their legacy debt during
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a crisis. Next, assume that households anticipate in t − 1 a crisis in t, and therefore a higher
probability to face defaults from unproductive firms. Since households understand that debt
is riskier, they will charge a higher loan rate ex ante: all else equal, the real loan rate rd

t will
go up. Following the rise in their cost of debt, unproductive firms’ incentives to default will
rise, making the crisis even more likely (condition (K.2.2)). If anything, such inter–temporal
complementarities will work to amplify the dynamics in our model —rather than dampen them.

Finally, assume that firms can choose their funding mix γ at the end of period t− 1. Given
that its legacy debt impedes a firm’s borrowing capacity in period t (compare (IC) and (K.2.1)),
it is always optimal for this firm to finance its startup capital stock entirely through equity.
Hence, if firms are given the choice of their ex ante debt structure, they will finance through
equity (which is not subject to financial frictions), i.e. set γ = 0 —as in our baseline model.

K.3 Infinitely–lived Firms and Stigma Effects

The aim of this section is to show that our results would not change if firms lived infinitely.

Assume that firms live infinitely, the rest of the model being unchanged —e.g. firms’ id-
iosyncratic productivities are still independently distributed across periods. Since the household
can freely re–balance its entire equity portfolio across firms, it is optimal for the household to
perfectly diversify its portfolio and fund every firm with the same amount. Hence, all firms
start afresh with the same startup equity funding and capital stock every period.

In the absence of stigma associated to default, firms’ borrowing limit remains the same as
in Proposition 1, and whether firms live infinitely is immaterial.

Our model is robust to introducing (some) stigma effects. Probably the simplest way to
introduce stigmas is through a penalty parameter ξ that would capture a —possibly non–
pecuniary— reputational cost of default for borrowers. In that case, the payoff of a delinquent
borrower would be (1 − δ)Kt + (1 − θ̂)(1 − δ)Kt with θ̂ ≡ θ + ξ, and the results of the model
would go through (simply replacing θ by θ̂.

Another way to model stigmas is would be to assume that a firm that defaults is banned
from the credit market for, say, K ≥ 1 periods. In this case, the delinquent borrower would
divert a fraction θ̂t of the borrowed capital, with θ̂t ≡ θ + ξt and the crisis threshold r̄k

t would
vary over time with the present franchise (or continuation) value, say Vt(K), of having access
to the credit market in the future in period t+ k with k = 1, ...,K. This franchise value Vt(K)
would correspond to the discounted sum of the expected net future returns that a firm would
forgo by being banned from the credit market and would depend (among other things) on the
expectation of the future rates of return rk

t+k (with k = 1, ...,K).

While such extension would be particularly hard to solve numerically, a simple thought
experiment helps to see why the model mechanisms and results would likely not change in that
case either. Consider a given crisis threshold r̄k

t and an adverse exogenous productivity shock
that lowers rk

t down to a level close to —but still above— r̄k
t . As the return on capital gets closer

to the crisis threshold, firms would anticipate a higher risk of a crisis in the near future and
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factor in a lower franchise value Vt(K) of credit market access. Following the decline in Vt(K),
the crisis threshold r̄k

t would go up, further reducing the gap between rk
t and r̄k

t . It follows
that the mere expectation of a fragile credit market in the future would make the credit market
collapse even more likely, inducing households to accumulate yet more precautionary savings
and intermediate firms to further raise their markups ahead of crises (see the discussion Section
5.3) compared to the baseline model. In turn, larger externalities would lead to more frequent
booms and busts.K.3.1 The upshot is that, in a version of the model where access to credit
market carries a franchise value that acts as borrowers’ “skin in the game”, the mechanisms
and trade–offs would be similar to those in our baseline model.

K.4 Ex–ante Heterogeneous Firms

The aim of this section is to show that our analysis and results carry through when firms are
also heterogeneous ex ante, before they incur the idiosyncratic productivity shocks.

As an illustration, consider two observationally distinct sets of “high” (H) and “low” (L)
quality firms of equal mass 1/2, characterized by probabilities µH and µL of being unproductive,
with µH < µL. Households observe every firm’s type H or L at the time they invest in equity
and know µH and µL of productive firms. But they do not observed which firms are productive
within each type. The rest of the model is unchanged.

In the presence of financial frictions, households may vary their equity investments across
high and low quality firms. Let KL

t and KH
t denote low and high quality firms’ respective initial

capital stocks, with KL
t ̸= KH

t .K.4.1 The aggregate capital stock is Kt = (KH
t +KL

t )/2 and the
share of Kt that is held by unproductive firms is

µt ≡ µHKH
t + µLKL

t

KH
t +KL

t

(K.4.1)

The constant returns to scale imply that productive firms have the same realized return on
capital rk

t , irrespective of their type L or H and initial capital stock, KL
t or KH

t . Moreover,
Proposition 1 shows that their initial capital stock does not affect firms’ borrowing limit either:
the borrowing limit, (rc

t + δ)/(1 − θ)(1 − δ), is the same across high and low quality firms. Put
differently, once the idiosyncratic productivity shocks are realized, what matters is whether a
K.3.1Of course, crises being more frequent, one would have to re–parameterize this version of the model so that
the economy still spends 10% of the time in a crisis, as in the baseline model.
K.4.1One can show that it is optimal for households to hold more equity from high quality firms than from low
quality firms, so that KL

t < KH
t and µt varies over time. So see why, first consider the case of a frictionless

credit market. Absent financial frictions, firms perfectly hedge themselves against the idiosyncratic productivity
shocks and all have the same return on equity: rq,p

t = rq,u
t = rk

t irrespective of the realization of the shock. As
a consequence, firms’ quality is irrelevant and the household does not discriminate across high and low quality
firms, which thus all get the same equity funding: KH

t = KL
t = Kt. Hence, µt = (µH + µL)/2 and is constant

over time. In the presence of financial frictions, in contrast, the household understands that unproductive firms
will distribute less dividends than productive firms if a crisis breaks out. It will invest in the equity of high and
low quality firms until their marginal expected returns equate and no arbitrage is possible. Since low quality
firms are less likely to be productive than high quality firms and the marginal return on equity decreases with
the capital stock, it is optimal for the household to invest relatively more equity in high quality firms, especially
so when the probability of a crisis goes up. It follows that KH

t > KL
t and KH

t /KL
t increases with the crisis

probability.
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firm is productive, not its ex ante probability of being productive. It follows that the aggregate
credit supply and demand schedules in normal times are given by

LS(rc
t ) = µtKt

and
LD(rc

t ) ∈
[
−(1 − µt)Kt,

(1 − µt)(rc
t + δ)

(1 − θ)(1 − δ)
Kt

]
and normal times arise in equilibrium only if there exists a credit market rate rc

t such that
rc

t ≤ rk
t and

µtKt ∈
[
−(1 − µt)Kt,

(1 − µt)(rc
t + δ)

(1 − θ)(1 − δ)
Kt

]
which is the case if

µt ≤ (1 − µt)(rk
t + δ)

(1 − θ)(1 − δ)
⇔ rk

t ≥ r̄k
t ≡ (1 − θ)(1 − δ)µt

1 − µt
− δ (K.4.2)

The above condition is similar to (29), meaning that the Y–M –K transmission channels of
monetary policy are still present and operate the same way as in our baseline model. The
only difference is that µt is now endogenously determined at end of period t − 1, i.e. that the
share of capital invested in low versus high quality firms is yet another factor affecting financial
stability.K.4.2 The upshot is that our results carry through to an economy with observationally
ex ante heterogeneous firms, provided that there remains some residual ex post heterogeneity
(here in the form of the idiosyncratic productivity shocks) and, therefore, a role for short term
(intra–period) credit markets.

K.5 Only One Financial Friction

Our baseline model features two standard financial frictions: moral hazard and asymmetric
information between lenders and borrowers. This section shows that both frictions are needed
for the aggregate equilibrium outcome to depart from the first best outcome.

K.5.1 Asymmetric Information as Only Friction

Assume first that firms cannot abscond with the proceeds of the sales of idle capital goods.
Then unproductive firms always prefer to sell their capital stock and lend the proceeds, and
have no incentive to borrow. As a result, productive firms face no borrowing limit: they borrow
until the marginal return on capital equals the cost of credit and rℓ

t = rk
t > −δ in equilibrium.

No capital is ever kept idle. The economy reaches the first best.

K.5.2 Moral Hazard as Only Friction

Assume next that firms’ idiosyncratic productivities are perfectly observable at no cost. Then,
only productive firms can borrow. But they must be dissuaded from borrowing Pt(Kp

t −Kt) to
K.4.2Since µt is predetermined, the effect of this additional channel can only be of second order compared to the
Y–M –K channels.
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purchase capital goods, keep them idle, and abscond. This will be the case if what they earn if
they abscond, Pt(1 − δ)Kt + Pt(1 − θ)(1 − δ)(Kp

t −Kt) is less than what they earn if they use
their capital stock in production, Pt((1+ rk

t )Kp
t − (1+ rc

t )(Kp
t −Kt)) (from (20)), which implies:

(1 − δ)Kt + (1 − θ)(1 − δ)(Kp
t −Kt) ≤ (1 + rk

t )Kp
t − (1 + rc

t )(Kp
t −Kt)

⇔ Kp
t −Kt

Kt
≤ rk

t + δ

(1 − δ)(1 − θ) + rc
t − rk

t

(K.5.1)

where the borrowing limit (right–hand side) now decreases with rc
t : the higher the loan rate,

the lower the productive firm’s opportunity cost of borrowing and absconding, and hence the
lower its incentive–compatible leverage.

Figure K.5.1: Credit Market Equilibrium Under Symmetric Information

rc
t

(1−µ)(rk
t

+δ)
(1−δ)(1−θ) Kt

Lt

−δ

LS(rc
t )

0
0

−(1 − µ)Kt
µKt

rk
t

LD(rc
t )

N

Notes: This figure illustrates unproductive firms’ aggregate credit supply (black) and productive firms’ aggregate credit
demand (gray) curves, when credit contracts are not enforceable but information is symmetric.

The aggregate credit supply and demand schedules in Figure K.5.1 take the similar form as
in (24) and (25), but with the borrowing limit now given by (K.5.1) instead of Proposition 1.
From Figure K.5.1 it is easy to see that there is only one equilibrium (N ) and that the economy
reaches the first best: no capital is ever kept idle. The only difference with the frictionless case
is in terms of the distribution of equity returns across firms: in equilibrium N , productive
firms’ realized return on equity may be higher than that of unproductive firms.K.5.1

K.5.1To see this, notice that Ku
t = 0 in equilibrium N , implying (from (22)) that unproductive firms’ return on

capital is equal to rc
t . Further notice that rk

t ≥ rc
t and Kp

t > Kt in equilibrium N , which implies (from (20))
that productive firms’ return on capital is equal to rc

t + (rk
t − rc

t )Kp
t /Kt ≥ rc

t .
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